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SMOOTH-SUPPORTED MULTIPLICATIVE FUNCTIONS IN
ARITHMETIC PROGRESSIONS BEYOND THE z'/2-BARRIER

SARY DRAPPEAU, ANDREW GRANVILLE, AND XUANCHENG SHAO

ABSTRACT. We show that smooth-supported multiplicative functions f are well-distributed
in arithmetic progressions ajay' (mod q) on average over moduli ¢ < 2%/°~¢ with
(q7 a1a2) =1

In memory of Klaus Roth

1. INTRODUCTION

In this paper we prove a Bombieri-Vinogradov type theorem for general multiplicative
functions supported on smooth numbers, with a fixed member of the residue class. Given a
multiplicative function f, we define, whenever (a,q) = 1,

Afziga) = 3 f<n>—$ S ).

n<z n<z
n=a (mod q) (n,q9)=1

We wish to prove that, for an arbitrary fixed A > 0,
(1.1) > IA(f 7 q0)| <

q~Q
(a,9)=1

_r
(logz)A

where, here and henceforth, “q ~ Q7 denotes the set of integers ¢ in the range Q) < ¢ < 20Q),
for as large values of () as possible. Let

F(s) = S — Z((j)) => Af(sn),

n

for Re(s) > 1. Following [5], we restrict attention to the class C of multiplicative functions
f for which

|[Af(n)] < A(n) forall n>1.
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This includes most 1-bounded multiplicative functions of interest, including all 1-bounded
completely multiplicative functions. Two key observations are that if f € C then each
|f(n)] <1,and if f € C and F(s)G(s) =1 then g € C.

In [6] the last two authors showed that there are two different reasons that the sum in
(L) might be > x/logx. First f might be a character of small conductor (for example
f(n) = (n/3)), or might “correlate” with such a character; secondly f might have been
selected so that f(p) works against us for most primes p in the range z/2 < p < z. We
handled these potential pretentious problems as follows.

To avoid issues with the values f(p) at the large primes p we only allow f to be supported
on y-smooth integersEl for y = 2%, for some small 6 > 0.

To avoid issues with the function f correlating with a given character x, note that this
happens when

Sp(X,x) ==Y fF(n)x(n)
n<X
is “large” (that is, > X, or > X/(log X)4) for some X in the range 2'/? < X < z, in which
case ([LT) might well be false. We can either assume that this is false for all y (which is
equivalent to what is known as a “Siegel-Walfisz criterion” in the literature), or we can take
account of such x in the “Expected Main Term”. We will begin by doing the latter, and
then deduce the former as a corollary.
We start by stating the Siegel-Walfisz criterion:

The Siegel-Walfisz criterion: For any fixed A > 0, we say that f satisfies the A-Siegel-Walfisz
criterion if for any (a,q) = 1 and any x > 2 we have the bound

1
|A(f, 759, a)] <a Tog )3 ; |F(n)]-

We say that f satisfies the Siegel-Walfisz criterion if it satisfies the A-Siegel-Walfisz criterion
for all A > 0.

For a set of primitive characters =, let =, be the set of those characters (mod ¢) which
are induced by the characters in =. Then denote

Afmaa)= X f) == 3 x(@S e

n<zx XEEq

n=a (mod q)
In [6] we proved the following result:

Theorem 1.1. Fix 6, B > 0. Lety = a° for some £ > 0 sufficiently small in terms of §. Let
f € C be a multiplicative function which is only supported on y-smooth integers. Then there
exists a set, Z, of primitive characters, containing < (log x)*B+7°0) elements, such that for

IThat is, integers all of whose prime factors are < y.
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any 1 < la] € Q < x%_‘s, we have

x
Z |A5(f> xq, a)| < N~ \B"®
= (log )

(a,q)=1
Moreover, if [ satisfies the Siegel-Walfisz criterion then
x
> 1A 73 9,0)| € ——-
2 (log 2)
(a,q)=1

In this article we develop Theorem [Tl further, allowing ) as well as y to vary over a much
wider range, and obtaining upper bounds in terms of (the more appropriate) ¥(z,y), the
number of y-smooth integers up to x.

Theorem 1.2. Fiz ¢, A > 0. Suppose that f € C, and is only supported on y-smooth
numbers, where

5 41 log1
(1.2) 2 >y>exp|=- i

2 /logloglogx
for some sufficiently small 6 > 0. Then there exists a set, =, of primitive characters, con-
taining < (log x)%4738 elements, such that if 1 < |ay|, |ag| < 2° then

Z |A=(f, ¢, a1a2)| < M

A
quB/st (log x)

(g:a1a2)=1

Moreover, if f satisfies the Siegel-Walfisz criterion then

S G 7 g am)| < )

T
v (log x)

(g.a1a2)=1

It would be interesting to extend the range (L.2)) in Theorem [.2 down to any y > (log z)¢
for some large constant C'. In our proofs we have used this range for y when we are able, as
an aid to future research on this topic, and to make clear what are the sticking points.

Fouvry and Tenenbaum (Théoreme 2 in [4]) established such a result when f is the char-
acteristic function of the y-smooth integers (with y < 2°) and ay = 1, in the same range
q < 2%/°7¢ but with the bound < z/(logz)?. This was improved by Drappeau [2] to
< U(z,y)/(logz)? for (logx)® <y < a°.

The proof of Theorem [[.2] combines the ideas from our earlier articles [2] and [6]. Perhaps
the most innovative feature of this article, given [2] and [6], comes in Theorem [F.T]in which we
prove a version of the classical large sieve inequality (towards which Roth’s work [10] played
a pivotal role) for (the notably sparse) sequences supported on the y-smooth numbers, which
may be of independent interest.
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2. REDUCTION TO A LARGER SET OF EXCEPTIONAL MODULI

We begin by modifying estimates from [2] to prove Theorem 2], which is a version of
Theorem with a far larger exceptional set of characters. This is key to the proof of
Theorem since we now only need to cope with relatively small moduli. We therefore
define A(D) to be the set of all primitive characters of conductor < D.

Theorem 2.1. For fired ¢, A > 0, there exist C;0 > 0 such that for any y in the range
(logz)¢ <y < a°, and any f € C which is only supported on y-smooth numbers, we have

U(x,
Z |AA(f,Z1}', q7a1a_2)| <<A 1( y1)47
ey (log z)
(g,a1a2)=1

for any integers ai,ay for which 1 < lai|,|as] < 20, with A = A(D) where D =
(z/ (2, y))*(log z)*4+%.

We prove this by modifying some of the estimates in [2]. For any D > 1 and integer ¢ > 1
let

(2.1) up(n;¢) = =1 mod q — L Z x(n),

so that
Aulf, 39, a1az) Zf n) up(naraz; q).

n<x

Note that up(n;¢) = 0 unless (n,q) = 1 and ¢ > D, in which case

[up(759)] < Lzt mod g + Zso
7’<D

(2.2) rlg
Dr(q)

o(q)

S 1n51 mod ¢q +

For (n,q) = 1, since

Yooxm =" >0 v =D uls/d)e(d) g1,

x (mod q) s<D41 (mod s) s<D dls
cond(x)<D slg prlmltlve slg

by letting b = s/d we obtain the alternate expression

(2.3) up(n;q) = L= modq—L Z o(d) Z u(b).

(a) d<D b<D/d
d|(g,n—1) blg/d

Theorem 2.1]is an immediate consequence of Theorem
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Theorem 2.2. For any fized € > 0, there exists C,0 > 0 such that whenever

1<D<a’ (logz)® <y < a°,
we have, uniformly for 0 < |ai|,|as| < 2° and f € C,
(2.4) Z ‘ Z f(n)up(naias; q)| <. D_%:ﬂ(logz)lo
g<a3/5—¢  neS(zy)
(g,a1a2)=1

To prove Theorem 221 we first prove the following generalisation of Theorem 3 of [2],
where the bound D on the conductor is allowed to vary.

Lemma 2.3. Let M, N, L, R > 1 and (o), (8,), (o) be three sequences, bounded in modulus
by 1, supported on integers inside (M,2M], (N,2N], and (L, 2L] respectively. Let x = M N L.
For any fixed € > 0, there exists § > 0 such that whenever either the conditions (3.1), or the
conditions (3.2) of [2] are met, we have

(2.5) g ‘g g E QB e up(mnlaras; q) <<D_%x(logx)3
(R<r<)2R m
rajaz)=1

for1 < D < a0,

Theorem 3 of [2] is the special case when D has maximal size, D = z°. The conditions

(3.1) or (3.2) of [2] concern the relative sizes of M, N, L. They are rather technical, but a
critical case when the conditions are met is

Rz:c?’/‘r’, Mz:cl/‘r’, N%:cz/‘r’, L~ 2%/%,

Proof. We follow closely the arguments of [2]. Roughly speaking, the main point is that
reducing the size of D only reduces the error terms, except in a certain diagonal contribution
which yields the dominant error term, and which we analyse more carefully. Proceeding as
in section 3 of [2], we reduce to the estimation of S; — 2Re(Sz2) + S3, where S; is defined in
the first display of [2], page 838],

S= Y = 2 fm Y3 w3 am)

R<r<2R (m,r)=1 (k1,7) x modr
(r,a1az)=1 ko= a1a2m mod r cond(x)<D
and
1
S = Z ()2 ZZ Upy Uy Z Z X1X2 a1a2m)X1(k‘1)X2(k‘2)
R<r<2R ¥ (m (k1ka,r) X1,x2 mod r
(r,araz)=1 cond(x;)<D

where uw, = > ,_ ,BnAe, and f is a smooth function supported inside [AM/2,3M] satisty-
ing || fU]|e <; M~ for any j > 0.
The quantity S; being the same as in [2], we can quote the estimate

Si = f(0)X, + O "KR™)
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from [2, formula (3.17)], where K = NL. Here f(0) = = [ f, and X; is defined at [2]
formula (3.12)]. For the estimation of Sy and Ss, we reproduce sections 3.2 and 3.3 of [2],
the only difference being that the set X = {x primitive : cond(y) < 2°} is replaced with
the subset X = {x primitive : cond(x) < D}. We claim that the estimates

S; = f(0)X; + O(z'°KR™)
hold for j € {2, 3}, with

Xy = Z ZZ Z Uy Ugy X lﬁkz)

R<7‘S2R (k1k2,r)=1 x mod r
(r,araz)=1 cond(x)<D
2
- Y 1Y 5 Z >, wx(k
R<r<2R 0<b<r =1 x modr
(ra1a2)=1  (b,r)= cond(x)<D

To see this, we merely note that reducing the cardinality of X', and the bound D on the
conductors, leads to better error terms in the analysis. This is clear from the bound
on Ry in [2, formula (3.8)], which grows proportionally to |X|D? and from the bound
on Y . .- A2)|Ga(2,€)| in [2, formula (3.10)], which grows proportionally to |X|.

Finally we are left with evaluating X; —2Re(X5)+ X3, which makes use of the multiplicative
large sieve. Proceeding as in section 3.6 of [2], we find

X1 - 2R,€(X2) + X3
-1 2 T(d) [~ s K ,dt
< R (log R) Z—/D (mm(QR, t) +E> Z [tgral =

d<R p(d) K/d<k'<2K/d

< R '(log R)*K (log K) Zd 2;( R)

(2.6) < (logz)’K?*(RD)™*

Here we have used the boundd lug| < 7(k), and the hypothesis R < 2 ¢K < K/D. Follow-
ing [2 formula (3.34)], this leads to the upper bound

‘ZZZamﬁnAguD mnlajas; q)

R<r<2R m
(r,a1a2)=1

< (M?R{X; = 2Re(X) + Xs})'/* + O('~").
The claimed bound (2.3]) then follows by (2Z.0]). 0

To deduce Theorem from Lemma 2.3 we start with the following special case of
Theorem [2.2]

2Note that there is a factor (7(d)log K)? missing in the third display, p.852 of [2].
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Proposition 2.4. Theorem[2.3 holds true for functions f supported on squarefree integers.

Proof. We extend the arguments of pages 852-853 of [2], renaming the variable ¢ into r.
Suppose first R > 2*/?. We restrict n and r to dyadic intervals z < n < 2z and R < r < 2R.
Choosing the parameters (My, Ny, Lo) as in [2 p.852, last display|, we obtain

S| > rmyuptiaran)

R<r<2R x<n<2zx
(raraz2)=1 Pt (n)<y

= Z Z Z Z f(mnl) up(mnlaias;r)

R<r<2R  Lo<t<LoP~(¢) Mo<m<MoP~(m) x<mnl<2z
(rataz)=1  pt(p<y PHm)<p—(t) PHn)<P~(m)

> ) ) S S )0 up(mntaras )

R<r<2R  Lo</<LoP~(¢) Mo<m<MoP~(m) z<mnl<2x
(raiaz)=1 PT(0)<y PHm)<pP—(t) PFTn)<P~(m)

where we have used the fact that f is supported on squarefree integers in the last equality.
The rest of the argument consists in cutting the sums over (m,n,¢) in dyadic segments, and
analytically separating the four conditions x < mnf¢ < 2z, P*(m) < P~({) and P (n) <
P~(m). The details are identical to the proof of Proposition 2 of [2], using our Lemma
instead of [2, Theorem 3]; we obtain the bound

O(D 2z(log z)"(log y)?) = O(D 2z (log z)™°).

The Bombieri-Vinogradov range R < 2%/? is covered by similar arguments, using [9, The-

orem 17.4] instead of Lemma 2.3 O

Deduction of the full Theorem[2Z.2 from Proposition[2.4] We let I be the set of powerful
numbers, that is for & € K if prime p divides k then p? also divides k. Note that
KN [1,2]] < 2. Out of every n counted in the left-hand side of ([Z4), we extract the

largest powerful divisor k. Then from the triangle inequality and the bound |f(k)| < 1, the
left-hand side of (2.4]) is at most

(2.7) Z Z ’ Z 12 (n) f(n) up(knagay; q)|.

gq<az3/5—¢ keKNS(z,y) neS(zx/ky)
(q7a1a2):1 (k,q):l (nvk)zl

Let K > 1 be a parameter. We use the trivial bound (2:2) on the contribution of k£ > K,
getting

Dt
Z Z Z (]—kaznzal modq+ TS» = Tl —|-T2,

q<x3/5*E ke ngx/k
- k>K
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say, where we have separated the contribution of the two summands. Executing the sum
over ¢ first, and separating the case kn|a;, we find

T < Z 7(ay])* + Z Z 7(|knagy — a1]) < 2*° L DK

q<w3/575 ke n<z/k
- k>K

It is easy to see that Th < z'** DK 2 as well. Next, to each 1 < k < K in &), by hypoth-
esis, we may use Proposition 24 with = < z/k, ay < kas and f(n) < L p=1p%(n)f(n),
and obtain the existence of C,d; > 0 such that, for |a;], |ask| < 2° and (log2)¢ <y < 291,

3 ‘ N W3(n)f(n) up(nakaz; q)| < D2k a(log ).
q<a3/5—=  meS(z/k,y)
(qga1a2)=1  (n,k)=1
We take § = 6;/7, K = 2°/2, and sum over k < K, using Y, ., k' < co. By hypothesis D <

29, so that 29/5 < DK~ 2z < D~22'9/2 and we find that (27 is at most < D2z (log z)"
as claimed. U

3. ALTERING THE SET OF EXCEPTIONAL CHARACTERS

To prove Theorem we need to reduce the set of exceptional characters from A(D) to
=. We shall set this up in Proposition

It is convenient to write b = a1 /ay (which is = ayaz (mod ¢)) and to define (g, b) to mean
(q,a1az). Thus in Theorem 2.1l we are working with

S JAulf,7iq,b)

q<Q
(g,b)=1

for Q = 2%/°~=.
Lemma 3.1. Let A = A(D) for some D > 2. Suppose that = C A. If (b,q) =1 then

As(f,x:q,0) — Au(f, x;q,b)

1 p—
=@ ST o090 Y w(d)As(f,x/td,00) Y uln),
) = d<D <D/
pl¢ = plg (d,d‘):l nla/d
q

where g is the multiplicative function with F(s)G(s) = 1.
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Proof. 1f (b,q) = 1 then

1
vla) =
XEEq
Z > XB)Ss(,x),
m<D XEP(m)q
m|q XEZq

where P(m) denotes the set of primitive characters (mod m), as A is the set of all primitive
characters of conductor < D . Let C(m) denote the set of all characters (mod m). For mlq
we define

Bey(fmmb)yi= Y f) - 3 xS

n<w X€EC(m)gN=q

n=a (mod m)
(n,q)=1
1
:m Z x(b)S¢(, x)
X€EC(M)q
X%Eq

ZZ (6)S(2, X)-

d\m XEP(d
Xguq

By Mébius inversion we deduce that, for m|q,

Z Sf €, X Z:u m/d E,q(f>I;d>b)'

XEP(m)q dlm
XZEq

Next we wish to better understand Az ,(f,x;m,a). Let f,(p*) = f(p*) if plg, ptm, and

f,(p*) = 0 otherwise. Define g, from g in a similarly way. Note f, and g, are simply f and
g supported on the integers composed from the prime factors of ¢. If (a,m) = 1 then

=(f,x;m,a) = qu Az, (f,z/0;m,al),

>1
(£,m)=1

and since F,G, = 1 we have

Azy(f,mim,a) = Y go(O)A=(f,x/t;m, al)

= Y 9(OAs(f,x/t:m,al).

>1
pl€ = plq
(¢,m)=1
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Substituting this in above then yields

> XO)Sp(ex) =Y ulm/djp(d) Y g(O)A=(fx/t:d,bD),

XEP(m)q dlm £>1
XZEq pl¢ = plg,
(£, d)=1

and the result follows writing m = dn. U

Proposition 3.2. Let the notations and assumptions be as in the statement of Theorem[2.1].
Suppose that = C A. Then

> |Az(f, 29,0 <0 < Wl@y))

By (log )4
(b,q)=1
+ (log z)? Z (L) =(f,z/t;d, bl)|,
(L)
<X d<D
L=, p (d,0)=1

where X = (1 + B8)%(log 2)***5 with

s-6E= Y

1 (mod ry)€E Ty

Proof. Set Q = 2%/°=¢. We deduce from Lemma B as each |g(¢)| < 1 since f, g € C, that

q<Q q<Q
(b,g)=1 (b,g)=1

+ 3> eld)As(f,x/6d,b0)] D () > uln)]|-
>1 d<D a<Q ¢ n<D/d
Li=[T,j¢p (d,0)=1 (b,q)= nlq/d
dL|q

The first term on the right-hand side is <4 ¥(z,y)/(logz)*

by Theorem 2.1l For the sum
at the end we have an upper bound

L) 0 )
: 2;2 S 2 50 < rae
dLlq a
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where 7%(m) denotes the number of squarefree divisors of m, writing ¢ = dLr, as L is
squarefree. Therefore

3 s mani<o ()

q<Q (log
(bg)=1
T(L)
+ (log z)? E ) E \A=(f,z/0;d,bl)|.
>1 <p( d<D
L=[Ip,p (d,0)=

We will attack this last sum first by employing relatively trivial bounds for the terms with
¢ that are not too small, so that we only have to consider fd that are smallish in further
detail. Now Theorem 1 of [3] gives the upper bound

3.1) vy(o.y) < 20 w(a,y)

provided z > y > exp((loglog x)?) and ¢ < z. Therefore

=] =]

— W(z,y
#a) g 'Y

in this range. Substituting in, the upper bound on the ¢th term above becomes

|Az(f,z;q,0)] < V(z,y;a,q) + U (r,y) < V(z,y;a,q) +

< (logz)? - % Z U(z/l,y;d,bl) + V(z/l,y) Z Zdl

(L) d<D d<D d
(d,0)=1 (d,0)=1

The second sum over d is therefore

Z Z —<<ﬁ—logD

¥ (mod ry)eE d<D
T @=
Ty ld

For the first term we use Theorem 1 of [7] which yields that

o Yalz/ly)|  W(z/ly)
(d,0)=1

as D < \/¥(z,y)/(logz)? since y > (logx)®. Therefore, expanding the sum and using
B10), we obtain

E U(x/l,y;d,bl) < g y + (log2)A < log D - W (x/l,y).
d<D d<D
(d,0)=1 (d,0)=1
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By Théoreme 2.1 of [I] we have
(3.2) U(z/ty) < W(z,y)/L,

where o > 3/4 in our range for y. Therefore in total the /th term in

), ) hog )2 10g D) - (1 4 9).

Summing over ¢ > X we obtain, taking 0 = o — 1/4,

7(L) 7(L) o _ v-o 2 —1/2
S TEs Y TRwxy =X <1+p7(p1/4_1))<<x 2

<

>X ¢ P
Li=[1 P Li=lTpjep
Taking X = (1 + B)2(logz)***°, the contribution of the ¢ > X is therefore <
U (z,y)/(logx)*. Combining all of the above then yields the result. O

4. PUTTING THE PIECES TOGETHER

In order to prove Theorem [I.2 we need Theorem 2.1] Proposition B.2], Corollary (which
will be proved in the final two sections), and the following result which is Proposition 5.1 of

[6].
Proposition 4.1. Fiz B> 0 and 0 <n < % Given (logz)*P+> <y = 21/v < gV/277 [et

log log log =

R — R(x7 y) = mln{y 3logu 7x310gnlogx} (S y1/3>.
Suppose that f € C, and is only supported on y-smooth numbers. There exists a set, =, of
primitive characters v (mod r) with r < R, such that if ¢ < R and (a,q) =1 then
1 U(z,y)
|Az(f,71q,0)| < ——= :
¢(q) (logz)”
Moreover, one may take = to be = = Z(2B+23), where Z(C') is the set of primitive characters
¥ (mod 1) with v < R such that there exists x" < X < x for which
U(X,y)

(ulogu)*(logx)C"

(4.1) |1S¢(X, )] =

Proof of Theorem[1.2. Let ¢ > 0 be the small constant from Corollary BIl Set D =
(/Y (x,7))*(log x)***2° and one easily verifies that the hypothesis for y implies that

D < min(R,y°, exp(clogz/loglog x))
from the usual estimate ¥ (z,y) = zu~""°® for smooth numbers. We will prove Theorem [.2]
with Z = Z(24 + 83), where Z(C) is the set of primitive characters ¢ (mod r) with r < D,

such that there exists 21/ < X < z for which (&) holds. By Proposition EIlwith B = A+3
and n = 1/4, we have the bound

U(x,y)
©(q) (logz)A+3

|A5(fa x4, CI,)| <
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whenever ¢ < D and (a,q) = 1. Moreover, we have the same bound with x replaced by x/¢
for any ¢ = z°M),
The goal of the next two sections will be to prove Corollary [6.I] which implies that

2] < (log z)%4+38,

This implies that 3(Z) < (logx)*4*¥ and so X < (logz)®*** in Proposition 3.2l Thus
for each ¢ < X and d < D, we have
1 W(z/ty) 1 Y(x,y)

|AE(f7 S(Z/g, d7 bz)| < (p(d) (log l’)A+3 (p(d)ga (log x)A+3’

by [B2). Therefore

Gogaf o ZEL ST Jac( /b b0)

< d<D
L :Hp\lp (d7é):1
U(z,y) (L) T 1 U(z,y) (L)
< E < E
(logz)d+t & o(L)tr = o(d) — (logx)t L  Lt°
L::Hp‘lp (d,L)=1 L::prp
U(z,y) ( 2 ) U(z,y)
< 1+ < .
— A a A
Togo)® LI\ 567 =1)) < Toga)
We therefore deduce from Proposition B.2] that
3 R U(z,y)
‘AE(f7x7q7ala2)‘ < (logx)A

QSI3/575
(g,a1a2)=1
as desired.
To deduce the second part of Theorem [[L2] about functions f satisfying the Siegel-Walfisz
criterion, we use the following variant of Proposition 3.4 in [6]:

Proposition 4.2. Fize > 0. Let (logx)** <y < x be large. Let f € C be a multiplicative
function supported on y-smooth integers. Suppose that = is a set of primitive characters,
containing < (log x)¢ elements, such that

V(z,y)
(logz)B’

D 1Az(f.7iq.0.)] <

q~Q
for (ag,q) =1 for all ¢ ~ Q, where Q@ < x. If the D-Siegel-Walfisz criterion holds for f,
where D > B+ C, then

V(z,y)
(logz)B

D IAS w50, a,)] <

~Q
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Proof. By the definition of Az we have

A(f, 2:0,00)] < |As(f 2 q,00)] + ﬁ S 1850l

X _(mod q)
XEEq,XF#X0

Summing this over ¢ ~ () and using the hypothesis, we deduce that

o |5 (X))l V(z,y)
PINTETENES SIS +O<<1ogg;>3)‘

~Q PeE Ty lg~Q go(q)
P#1 x (mod ¢) induced by 1

It suffices to show that, for each fixed ¢ (mod r) € = with r > 1, we have

1S¢(z, )| ¥(z,y)
4 z o) < lloga)?
X (mod q) induced by 1
The conclusion then follows since |Z| < (logz)® and D > B + C. If x (mod ¢) is induced
by % (mod r), then there is a multiplicative function h supported only on powers of primes
which divide ¢ but not r, such that h % fiy = fY. Note that h € C since f € C, and in
particular h is 1-bounded. It follows that

|S¢(z, x)| = Zh(m)Sf(x/m>w)‘ < Y 1Si@/my)l.
e p\mn:gl:;m“

Since f satisfies the D-Siegel-Walfisz criterion, we have

Sf(x/m7w> o 1 A a z/m:r.a ‘lf(:c/m,y)
) e, &, PO < e

Using the bound ¥(z/m,y) < m~*V¥(z,y) where a = a(z,y) > €+ 0(1), we may bound the
left hand side of (42 by

(43) by 32D 3 :

me (log(z/m))"P"

m<x
plm=-plq,pfr

To analyze the inner sum over m, we break it into two pieces depending on whether m < z'/2
or m > z'/?:

1 1 3 1 T 1
Z << me + me’
o D D @ “
m<e m (lOg({E/m)) (lOg x) mSLBI/2 m x1/2<mSZB m

p|lm=plq,ptr plm=plq,pir plm=>plq,pir

To deal with the sum over 2'/2 < m < x, note that the number of m < z with p|m = p|q is

maximized when ¢ is the product of primes up to ~ logx, in which case the number of such
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m is 2°1). Thus the sum over z'/2 < m < x is O(z~*/?*°())and their overall contribution
to (3] is acceptable. To deal with the sum over m < z'/2, note that

2
S Loy s
m<x1/2 m m<x1/2 (pOé(m)
plm=-plg,ptr mlq,(m,r)=1

where @q(m) =[], (0" — 1). Thus their overall contribution to (A3]) is

<

(log )P el soa(m) o #la) < {logz)? — p(m)pa(m) — (logz)P’
since the infinite sum over m converges. This establishes (£2)) and completes the proof of
the lemma. O

To deduce the second part of Theorem [[.2] we apply Proposition with a, = a1a3
(mod ¢) for each dyadic interval with @ < 23/5=¢ Tt is applicable since we assume that the
Siegel-Wallfisz criterion holds for f with exponent D > A4 (6A + 38). Summing up over all
dyadic intervals, the second part of the Theorem follows (with A replaced by A — 1). O

Remark 4.3. One can remove the characters ¢ (mod ry) with 7, > |Z|(logz)4*! from Z at
an acceptable cost: Let € be the set of ¢ (mod ry) € = with 7, > |Z|(log z)*. Removing
& from = induces an error of at most

Z |5 (z, X))

xEé’

q<Q
(bvq)_

As |57 (z, )| < Wy(z,y) < ((q)/9)¥(2,y) the above is

<<\If:)syzz <<\ny10ng )

xXEE q<Q xX€E "x (10g ZL’)
rxlg

©(q

since
> < Elogey ™ = (s
~ |E[(logz)A+t - (logx)ATt

r
xe€€ X

In particular, this shows that we may bound the conductors of the characters in = by
< (log z)™+3 in the statement of Theorem

5. A LARGE SIEVE INEQUALITY SUPPORTED ON SMOOTH NUMBERS

In this section we prove a large sieve inequality for sequences supported on smooth num-
bers, a result which may be of independent interest.
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Theorem 5.1 (Large sieve for smooth numbers). There ezists C,c > 0 such that the follow-
ing statement holds. Let (logx)® <y < x be large, and

@ = min(y°, exp(clog z/ loglog x)).
For any sequence {a,} we have
2

Z Z Z ax(n)| < ¥(z,y)- Z |an|?.

<R oo P
The upper bound is sharp up to a constant, as may be seen by taking each a,, = 1, so that
the x = 1 term on the left-hand side equals ¥(x,y)?, the size of the right-hand side. This
result has the advantage over the traditional large sieve inequality that the sequence {a,} is
supported on a sparse set (when y = 2°")), but the disadvantage that this inequality holds
in a much smaller range for ¢ than the usual ¢ < #/2. It may well be that Theorem [5.1]
holds with Q = W (x, y)"/2.

5.1. Zero-density estimates. To prove Theorem [5.1] we will use the following two conse-
quences of deep zero-density results in the literature. The first is a bound for character sums

over smooth numbers assuming a suitable zero-free region for the associated L-function (see
Section 3 of [7]).

Proposition 5.2. There is a small positive constant 6 > 0 and a large positive constant
k > 0 such that the following statement holds. Let (logz)'t < y < x be large. Let Y

(mod q) be a non-principal character with ¢ < x and conductor r - cond(y) < 2°. If
L(s,x) has no zeros in the region

(5.1) Re(s) >1—¢, |Im(s)| <T,

(5.2) logy <e< a(a;, y)’ Y% (logz)? < T < 2% andy > (Tr)".

Then

> x(n)| < U(x,y)/(logz)(log y) (z~"* log T + T~00).

n<x

P(n)<y

We also need the following log-free zero-density estimate by Huxley and Jutila, which can
be found in Section 2 of [7]:

Proposition 5.3. Let ¢ € [0,1/2], T" > 1 and Q > 1. Then the function Gg(s) =
[L<o T} moa ) L(s:x) has < (Q*T)3° zeros s, counted with multiplicity, inside the region
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5.2. Proof of Theorem [5.1] It suffices to prove its dual form:

Proposition 5.4. There exist C,c > 0 such that the following statement holds. Let
(log )¢ <y < x be large, and

@ = min(y°, exp(clogz/loglog )).

For any sequence {b,} we have

S Y ba)| <e@y)-Y Y b

n<z |¢<Qx (mod q) 9<@x (mod q)
P(n)<y

Proof. The left hand side can be bounded by

(5.3) D) by Y axa)(n).

X1 n<x
P(n)<y
Thus we need to understand character sums over smooth numbers. For n € (0,1/2], define
Z(n) to be the set of all non-principal characters x (mod ¢) with ¢ < Q?, such that

nU(z,y) < | > x(n)| < 2p¥(z,y).

P(n)<y

The contribution to (53) from those x1, x2 with y1x2 € Z(n) is
SMU(z,y) Y [babel < 20%(2,y)|E( |Z bx[?,

X1,X2
X1X2€E(n)
using the Cauchy-Schwarz inequality. We will show that |Z(n)| < n7'/2 so that the result
follows by summing over 1 dyadically. We may assume that n > Q~8, as the bound follows
for smaller 7 from the trivial bound |Z(n)| < Q™.

We now use Proposition 5.2 to show that if y € =(n) then L(s, x) has a zero in the region
(B0 for suitable values of e and T: Let’s assume that y € Z(n) and L(s, y) has no zero
in (51) with T = Q°°. We wish to verify the hypotheses in (5.2): The upper bound on
T follows from the definition of Q. Now r < ¢ < @* and so the third hypothesis of (5.2))
follows by selecting ¢ so that 502ck < 1. We define

2k 12(logn~! + loglog )
£ = max
logy’ log

Since logn™! < 8log @ and loglog x < log @, we have the upper bound

. < max( 2K 10810gQ) < 1

logy’ logx loglog
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so that ¢ = o(1) and y® < Q'%. The first hypothesis in (5.2)) follows immediately. Finally,
by selecting C' so that ¢C > 2 we guarantee that Q > (logz)?, so that the lower bound on
T in (B.2) follows easily.

Now & > 12(logn~! + loglog z)/log z so that %% < (n/logx)3®, and therefore

V (log z)(logy) (7% log T+ T°9) < n*%(log2) "% + Q"% log x.
Now Q '%logz = 0o(Q™®) = 0(n), as Q > (log x)?. Therefore Proposition (.2 implies that

> x(n)| < o(n¥(z,y)),

P(n)<y

contradicting the definition of =(n).
By Proposition 53] we now deduce (remembering that ¢ < Q?) that

—_ 5S¢ e -
E(n)| < (Q'T)2" = Q™ < Q' < n '/,

which completes the proof. O

6. BOUNDING THE NUMBER OF EXCEPTIONAL CHARACTERS

Corollary 6.1. There exist C,c > 0 such that the following statement holds. Let (logx)¢ <
y <z be large. Let {a,} be an arbitrary 1-bounded sequence. For B >0, let Z(B) be the
set of primitive characters x (mod r) with r < Q) where

Q@ = min(y°, exp(clog z/ loglog x),

such that there exists '/* < X < x for which

V(X,y)
> anx(n)| > :
= (ulogu)*(logx)?
P(n)<y

Then |Z(B)| < (log z)35+13,

Proof. Let T = (ulogu)*(logx)®. We begin by partitioning the interval [z'/# z] using a
sequence 14 = Xy < X; < -+ < X, < X; =z with J < T'log, such that X;; — X; =<
eX;/T, for some fixed small enough ¢ > 0, for each 0 < j < J.

For each x € Z(B), there exists some 0 < j < J for which

Z ap,x(n)| > w - Z 1.

n<X; X;j<n<Xji1
P(n)<y
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Corollary 2 of [§] implies a good upper bound for smooth numbers in short intervals: For
any fixed k > 0,

(6.1) U(r + % y) — U(z,y) <

In our case ulogu < logx so that T' < (log 2)P**, so the hypothesis here is satisfied, and we
therefore have

for 1 <T < min{y", z}.

V(z,y)
T

(X,
Z 1= \I](Xj-i-lay)_\l](Xjay) <<E%
Xj<n§Xj+1
P(n)<y

By choosing ¢ sufficiently small we deduce that

(X, y)
(6.2) n;anx(n) > —r

We deduce that there exists some 0 < j < J such that (6.2]) holds for at least |=(B)|/J
characters x € Z(B). Therefore

Do DL ax(n)] = EB) (X9 EB)IVX; )’

= 2 3
eoB) | <X, J AT T3 logx

P(n)<y
On the other hand, Theorem .1l implies that
2 2
2|2 e =3 ) | D an(n)] < U(Xjy)”
XEZ(B) | n<Xj r<@Qx (modr)| n<X;
P(n)<y P(n)<y
and therefore |Z(B)| < T%logz = (ulogu)?(log z)3P+ <« (log x)*BT13 | as claimed. O
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