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and Waring’s problem with friable numbers
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1. Introduction

1.1. Waring’s problem. Posed in 1770, Waring’s problem [34] is the
question of whether or not, given a positive integer k, there exist positive
integers s and Ny such that every integer N > Ny can be written as a sum
of s kth powers:

(1.1) N=nf+.. +nk

Here and in the rest of the paper, by a kth power we mean the kth power
of a non-negative integer. Denote by G(k) the least such number s. After
Hilbert [19] proved that G(k) < oo, there came the question of precisely
determining the value of G(k). This question, usually attacked by the circle
method, has motivated an outstanding amount of research in the theory of
exponential sums. Referring to the survey by Vaughan and Wooley [33] for
a precise account of the vast history of this problem, we mention Wooley’s
state-of-the-art result [37] that

(1.2) G(k) < k(logk + loglog k + 2 4+ O(loglog k/log k)).
Conjecturally G(k) = O(k), and even G(k) = k + 1 if there are no “local

obstructions”.

To obtain an asymptotic formula for the number of solutions to ,
we need more variables than the bound given in . The current best
published result, following from Wooley’s work [39] on the Vinogradov main
conjecture, gives such as asymptotic formula when

s> Ck? + O(k)
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for C = 1.542749.... The Vinogradov main conjecture has very recently
been proved by Bourgain, Demeter and Guth [4], which would allow C' = 1.

1.2. Friable integers. In this paper we study the representation prob-
lem with the condition that the variables n; have only small prime
factors. Given y > 2, a positive integer n is called y-friable, or y-smooth, if
its largest prime factor P(n) is at most y. Estimates involving friable num-
bers have found applications in different areas in number theory. In fact
they are a crucial ingredient in the proof of the estimate for G(k), and
so are naturally studied in conjunction with Waring’s problem. We refer to
the surveys [22] [13] 28] for an account of classical results on friable numbers
and their applications.

The following standard notation will be used throughout the paper.
For 2 <y <z, let

S(z,y) ={n<z:Pn) <y}, ¥(zvy):=cardS(z,y).

The size of the parameter y with respect to x is of great importance in the
study of friable numbers. The lower y is, the sparser the set S(z, y) is, and the
more difficult the situation typically becomes. For example, when y = z!/*
for some fixed u > 1, we have

U(z,y) ~plu)z  (x = o),

so that S(z,y) has positive density. Here p(u) is Dickman’s function. On the
other hand, when y = (log z)" for some fixed x > 1, we have

U (z, (logz)F) = ' 71/r+e) (5 5 o0).

Because of this sparsity, many results about friable numbers from the second
example above were until recently only known conditional on assumptions
such as the Generalized Riemann Hypothesis.

The main result in our paper (Theorem below) is an asymptotic
formula in Waring’s problem with (log N)"-friable variables, when & is suf-
ficiently large. Here we state a special case of it.

THEOREM 1.1. For any given k > 2, there exist k(k) and s(k) such
that every sufficiently large positive integer N can be represented in the
form (L1)), with eachn; € S(NV/* (log N)*). Moreover, we can take s(2) =5,
s(3) =8, and

s(k) = k(log k + loglog k + 2 4+ O(loglog k/log k))
for large k.

An overview of the proof will be given in Section [2} In the remainder of
this introduction, we summarize some previous works on Waring’s problem
with friable variables.
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1.3. Past works. If the variables are only required to be mildly friable
(more precisely with the friability parameter exp(c(log N loglog N)'/?) for
some ¢ > 0 instead of (log N)*), then the existence of solutions to (|1.1)
with friable variables has been proved by Balog-Séarkozy [1] (for k£ = 1), and
Harcos [15] (for larger k, using a key ingredient from [35]). In the case k = 3,
Briiddern and Wooley [9] proved that one can take s = 8 mildly friable
variables.

The case k = 2 with 4 variables or less is particularly interesting, due
to the failure of a naive application of the circle method. Without any re-
strictions on the variables, Kloosterman’s refinement of the circle method
can work (see [23 Section 20.3]), but there is no clear way to use it with
friability restrictions. The best bound so far, achieved by Blomer, Briidern,
and Dietmann [2] from Buchstab’s identity to relax the friability condition,
gets the allowable friable parameter y = z365/1184,

Finally, the most recent breakthrough came in the case £ = 1. This was
first studied in the aforementioned work of Balog and Sarkézy [I] who ob-
tained a lower bound for the number of solutions with s = 3 mildly friable
variables. Assuming the Riemann Hypothesis for Dirichlet L-functions, La-
garias and Soundararajan [26] improved the friability level to y = (log N )3+¢
for any € > 0. An asymptotic formula for the number of solutions was first
reached in [6], using earlier results on friable exponential sums [12} [5]. Sub-
sequent works [7), [T1] eventually led to the friability level

y = exp{c(log N)'/?(loglog N)}

for some absolute ¢ > 0.

The situation changed drastically with the work of Harper [I§] who
proved unconditionally that for k = 1 one can take s = 3 and y = (log ac)c for
large enough C'. This is the starting point of our present work; we show that
Harper’s approach can be adapted to treat higher powers as well, yielding
results of comparable strength with what was previously known for mildly
friable variables.

2. Overview of results. In this section, we state the main result on
Waring’s problem with friable variables, as well as the exponential sum
estimates required.

To begin, we recall the “saddle point” «(x,y) for 2 < y < x, introduced
by Hildebrand and Tenenbaum [2I] and which is now standard in modern
studies of friable numbers. It is defined by the implicit equation

logp
(2.1) Z 1 = logz.
p<y
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By [21l Theorem 2|, we have

log(1 + y/log x
(2.2 o(a,y) ~ 8L F 9/ 087)
ogy
as y — oo. In particular, for fixed k > 1, we get

a(z,(logz)")=1—-1/k+0(1) (x — o0).

The relevance of « to the distribution of friable numbers is hinted by the
estimate ¥ (z,y) = zt°M) as 2,y — oo (see de Bruijn [10] and also [21]
Theorem 1] for a more precise asymptotic of ¥(z,y) in terms of the saddle
point).

2.1. Exponential sum estimates. Throughout this paper, we use the
standard notation

e(z) =¥  (z€Q).

To study Waring’s problem via the circle method, we need to understand
the exponential sums

Ex(x,y;9) = Z e(n*¥) (9 € R).
nes(z,y)

When 9 is approximated by a reduced fraction a/q, we will frequently write
a
d=_ 46 Q=q(l+[okh),

where 0 < a < ¢ and (a,q) = 1. Our estimate for Ej(x,y;d) involves the
“local” singular integral and singular series, defined by

1
(23) B\ s)=s|e(M) 1 dt (s €C, Re(s) >0, A€ C),

0
p(d2) ab”
(24)  Huypgls):= Y, s > e< (s € C).
iy (hd2)elafd) o= T g
P(d1d2)<y (b,g)=d1

In Section [4] we prove the following major arc estimate, which general-
izes [T, Théoreme 4.2] and [I1, Théoreme 1.2] to higher powers.

THEOREM 2.1. Fiz a positive integer k. There exists C = C(k) > 0
such that the following statement holds. Let 2 <y < x be large and let a =
a(z,y). Let ¥ € [0, 1] and write

ﬁ=g+& Q = q(1 + |6]z%)

for some 0 < a < q with (a,q) = 1. For any A,e > 0, if y > (logz)“4
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and Q < (logx)?, then
(2, y;9)
¥ (x,y)
where uy is defined in (2.6) below. In particular, under the same conditions
we have

(25) Ek (f]?, Y; 19) <<5,A W(l’, y) Qil/k+2(lia)+€'

Here u = (logx)/logy as usual. By , we can make 1 — « in the
statement above arbitrarily small by taking A large enough. Thus the upper
bound has nearly the same strength as the classical major arc estimates
for complete exponential sums.

_ @(5xk7 Oz)Ha/q(Oé) + Oa7A(Q_1/k+2(l_a)+EU;1),

In Section [5| we prove the following minor arc bound, which involves
generalizing [I8, Theorem 1] to higher powers.

THEOREM 2.2. Fiz a positive integer k. There exists K = K(k) > 0
and ¢ = c(k) > 0 such that the following statement holds. Let 2 < y < x be
large with y > (logx)X. Assume that |9 —a/q| < 1/q¢? for some 0 < a < q
with (a,q) = 1. Then

1 C
Ey(z,y;0) < ¥(z,y) (q + qu> :

For mildly friable variables, this was proved by Wooley [36, Theorem 4.2],
with a very good exponent c(k) =< (klogk)~!. By following the proof, one
can establish Theorem with ¢(k) depending on k~! polynomially.

2.2. Mean value estimates. We complement the estimates of the pre-

vious sections by the study of moments:

1

VIBi(z, y;0)Pdo (p>0).

0
Indeed, the exponential sum estimates described above lead to Theorem
for some (potentially large) s. To reduce the number of variables, we need the
following mean value estimate, which generalizes [I8, Theorem 2] to higher
powers. We refer to the introduction of [I§] for a detailed explanation on
the necessity of such a mean value estimate when dealing with a sparse set
of friable numbers.

THEOREM 2.3. Fiz a positive integer k. Let 2 < y < x be large and
let « = a(x,y). There exists po = po(k) > 2k such that for any p > py we

have
1

V1B, g 0) P d9 < O (a,y)Pa ™,
0
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provided that 1—a < cmin(1, p—po) for some sufficiently small ¢ = ¢(k) > 0.
Moreover, we may take po(1) = 2, po(2) = 4, and po(3) = 8. If y < x¢ for
some sufficiently small ¢ = c¢(k) > 0, then we may take po(3) = 7.5907
and po(k) = k(log k + loglog k + 2 + O(loglog k/log k)) for large k.

Conjecturally, the choice pg(k) = 2k should be admissible. The admis-
sible choices of po(k) for k = 3 and for large k in the statement above are
essentially the same as the best known thresholds for the corresponding
problem with mildly friable numbers. This ultimately allows us to prove
Theorem with essentially the same number of variables as in previous
works for mildly friable numbers.

2.3. Application to Waring’s problem. For readers familiar with
the circle method, it is a rather routine matter to deduce from the esti-
mates above the following theorem, of which Theorem is an immediate
consequence. This deduction will be carried out in Section

THEOREM 2.4. Fiz a positive integer k. There exists sg = so(k) such
that the following statement holds for all positive integers s > sg. Let N be
a large positive integer, let x = NV/*, and let 2 < y < . Then the number

of ways to write

k
s

with each nj in S(x,y) is

:r_ku'/(x, y)* (Boo H Bp + Os(uzjl))v

where u, s defined in below, provided that y > (logz)C for some
sufficiently large C = C(k) > 0. Here the archimedean factor P and the
local factors B, are defined in and below, respectively. Moreover,
we may take so(1) = 3, s0(2) = 5, and s0(3) = 9. If y < x¢ for some
sufficiently small ¢ = c(k) > 0, then we may take so(3) =8 and

so(k) = k(logk + loglog k + 2 + O(loglog k/log k))
for large k.

By Propositions and below, both (4, and Hp Bp are positive with
the given choices of so(k) and the assumption on y. Thus Theoremindeed
follows.

Our technique (in particular Proposition [6.1{ below), combined with esti-
mates in [36], allows us to show that every large positive integer is the sum
of six friable cubes and one unrestrained cube. In the mildly friable case,
this was observed by Kawada [24]. We will not give the details here.

NoOTATION. We use the following standard notation. For 2 < y < z, we
write
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(2.6)
1 1 1 log(1
u = ng’ P min<7og( +u)>, H(U) = exp{u 2}.
logy’  wy u  logy (log(u + 1))
Furthermore,

(2.7)
Y := min(y, e‘/@), Y, := ellogy)

3/5—¢

, T = min(e(logy)sm_g, H(u)).

Throughout, we fix a positive integer k, and all implied constants are al-
lowed to depend on k. We will always write o = a(x,y), and will frequently
assume that 1 — o is sufficiently small, or equivalently y > (log )¢ for some
sufficiently large C.

3. Lemmas

3.1. Friable numbers. We recall the definition (2.1) of the saddle
point a(z,y). It is the positive real saddle point of the associated Mellin
transform x°((s, y), where

()= Y o =[[A-p)""  (%e(s) >0).

P(n)<y p<y
Let
. d logp < (logp)*p”
UQ(a’y) T dazpa_l _Z (pa_l)Z’
p<y p<y

Then from Hildebrand-Tenenbaum [21], we have the uniform estimate

(31)  W(z,y) = aj%{l +O<i + loij)} 2<y<a)

Note that for y > logz we have

(3.2) o2(a,y) < (logx)logy.
The saddle point a belongs to the interval (0,1) for large enough x (inde-
pendently of y with 2 <y < x). We have

(3.3) l—a= log(ulog(u + 1)) +0 L (logx <y < x).
logy logy

3.2. Friable character sums. In this section, we regroup facts about

the character sums
Tz, yix) = >, x(n),
neS(z,y)

where  is a Dirichlet character. We quote the best known results from work
of Harper [17]. For some absolute constants K,c > 0, with K large and ¢
small, the following is true. Assume that

3< (log:r)K <y<uz.
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We recall the notation (2.7). Proposition 3 of [I7] implies that the bound
(3-4) V(z,y; x) < ¥(a,y)Y

is valid for any Dirichlet character x of modulus less than z, of conductor
less than Y¢, and whose Dirichlet L-function has no zero in the interval
[1— K/logY,1].

Secondly, among all primitive Dirichlet characters y of conductor at
most Y€ there is at most one which does not satisfy the above bound.
If such a character x; exists and has conductor gy, say, then any character x
induced by x1 and of modulus g < x satisfies

(35)  W(r,yix) < (s 1 gql ( Z 4= ) {y™ + H(u)~°}.

dlg/q1

This is deduced from the computations in [I7) §3] (see in particular the first
formula on p. 16 there, and the last formula on p. 17).

3.3. Higher order Gauss sums. Important for our study will be the
following generalization of Gauss sums. Given integers k,q > 1, a residue
class a (mod ¢) and a character x (mod ¢), we let

ab®
Gk(Q7a7 X) = Z X(b)e - -
b (mod g)* g
We have the following bound.

LEMMA 3.1. Suppose q,a,a’ are positive integers, and x is a character
modulo q. Suppose (a',q) = 1, and let ¢* | q denote the conductor of x. Then

Gr(g,ad’, x)| < 2k%D7(q) min(q/v/q*, v/ag).

Proof. By using orthogonality of additive and multiplicative characters
modulo g, it is easily seen that

aa'bF ad'c
> oame(ME) = XX o).
b (mod q)* (mod q) ¢ (mod g)
XX X0

For each x in the above, the inner sum over ¢ is a Gauss sum, so that by

e.g. 23, Lemma 3.2],
aa’c>~
el — ) x(c
> o )T

¢ (mod q)

<V ) d
d|(q/q,a)

where ¢’ | ¢ is the conductor of x. Here we have used our assumption that
(a’,q) = 1. The fact that Y*x = xo implies that ¢*|¢’. Writing ¢’ = r¢*,
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we have 7| ¢/q*, and so

Ghlaad', )| < (R (mod @) : ¥x = xo} (swp vr® > ).

rla/a” d|(q/(rq*),a)

The sum over d has at most 7(¢) terms, and so we trivially have

sup \/r¢* Y d<7(9)y/q" sup min(g/(¢"VT),avT).

rlq/q* d|(g/(rq*),a) r€(l,q/q*]

The supremum over r evaluates to min(q/q*, \/aq/q*). Therefore,

sup \/7 Z d < 7(q) min( q/\f Vvagq).

rla/a* d(g/(rg*),a)

To conclude, it suffices to show that there are at most 2k“(9 charac-
ters ¥ satisfying ¥*x = xo. By the Chinese remainder theorem, the group
of characters of (Z/qZ)* is isomorphic to a product of w(q) cyclic groups
(where w(q) is the number of distinct prime factors of ¢), and possibly {£1}.
Therefore, the number of characters ¥ (mod ¢) satisfying ¥*x = xo is at
most 2k¥(9). This yields our lemma. m

3.4. Friable numbers in short intervals. We will need the following
two upper bounds on the number of y-friable numbers in short intervals.
These upper bounds are almost sharp for a very wide range of y and the
length of the short intervals.

LEMMA 3.2. Forany2 <y <z andd > 1, we have
U(z/d,y) < dO0T(2,y).
Proof. See [8, Theorem 2.4]. u

LEMMA 3.3. Let logx < y < z be large. For any arithmetic progres-
sion I C [x,2x] NZ, we have

( y)

{nel:P"(n) <y} <|I]*—2logz,

where a = a(x,y).

Proof. When |I| > y, this is Smooth Number Result 3 in [18 Section
2.1]. When |I| < y, we can bound the left side trivially by |I| and the right
side is > |I|*logz > |I] by (3.3). =

3.5. Equidistribution results. In our proof of the mean value esti-
mates, we will need the following equidistribution-type results. The first is
the classical Erdés—Turan inequality, connecting equidistribution of points
with exponential sums.
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LEMMA 3.4 (Erdés-Turan). Let ¥1,...,9n € R/Z. Then for any inter-
val I C R/Z and any positive integer J, we have

<n< : — N - <
|#{1<n<N:9,€l}—N-meas(])| J+1—|—3Z ‘Z

Proof. See [27, Corollary 1.1]. =

We also need the following result about well spaced points in major arcs,
used in the restriction argument of Bourgain [3] (see also [I8, Section 2.2)).

LEMMA 3.5. Letx be large. Let @ > 1 and 1/x < A < 1/2 be parameters.
For 9 € R define

q—1
Ljjv—a/qll<a
Graald) =2 wauﬂ—a/qu'

q<Q
For any ¥1,...,9r € R satisfying the spacing conditions |9, — 94| > 1/z
whenever r # s, we have

Z GJJ,Q,A('&T - 193) <<€,A <RQa +

1<r,s<R
for any e, A > 0.

R2Q R2
X

QA> log(1 + Ax)

When we apply this, the first term on the right will dominate, showing
that the main contribution to the sum on the left comes from the diagonal
terms with r = s.

3.6. Variants of the Vinogradov lemma. We also need the following
variants of the Vinogradov lemma, which concerns diophantine properties
of strongly recurrent polynomials. The proof of the following lemma can be
found in [14, Lemma 4.5].

LEMMA 3.6. Let k be a fized positive integer and let ,0 € (0,1/2) be
real. Suppose that, for some 9 € R, there are at least §M elements m €
[—M, M] N Z satisfying |[mF9| < e. If e < &/5, then there is a positive
integer ¢ < 6~ O such that ||q9|| < 6-°We/MF.

The next lemma allows us to deal with cases where diophantine infor-
mation is only available in a sparse set A, which will be taken to be the set
of friable numbers in our application.

LEMMA 3.7. Let k be a fized positive integer and let €,6 € (0,1/2) be
real. Let 1 < L < M be positive integers and let A C [M,2M]NZ be a
non-empty subset satisfying

AP
<
|JANP| < A—7—
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for any arithmetic progression P C [M,2M]| N Z of length at least L and
some A > 1. Suppose that, for some ¥ € R with ||9| < e/(LM*Y), there
are at least 6| A| elements m € A satisfying |m*9|| < e. Then eithere > 6/A
or ||9]| < As e/ MF.

If the host set A is equidistributed, we can expect to take A =< 1, and
thus the lemma upgrades the diophantine property of 9 significantly (if M
is much larger than L) under the strong recurrence of m*.

Proof of Lemma . We may assume that ¢ < 4% and ¥ # 0, since
otherwise the conclusion holds trivially. We may also assume 9 € [—1/2,1/2],
so that [[9]| = |9|. Let L' = min(1/(4*M*=19|), M) be a parameter, and
note that L/ > min(L/(4¥¢), M) > L by our assumption on ¥. Let P’ C
[M,2M] NZ be any interval of length L', and take any my,me € AN P’
with [|m}§v]], |m5d| < e. Note that

Imk9 — mb| < k(2M)* Y (my — mg)9| < kM) 1L/ |9| < 1/2
by our choice of L’. Thus from the inequality
ImF9 —m50| < |[myd|| + | m5|| < 2¢
we deduce that |m§9 — m4d| < 2¢, and thus

S
’ml — m2‘ < m

We have just shown that all the integers m € AN P’ with |[m*¥|| < ¢ must
lie in an interval of length O(e/(M*~1)). Since ¢/(M*~119|) > L by the

assumption on ||, our hypothesis implies that the number of integers m €
AN P with |mF| < e is

A|A] € B Ae|A|
O( M 'Mk-lw|>‘O<Mkw| '

By covering [M,2M] N Z by O(M/L') intervals of length L’ and recalling
the choice of L', we obtain

Ac|Al M Ac|A| b1 1 Ac|A|
Y1 ZEEL (Mg — ) = Acja
2 Hmtdlse S QR[] TS M) S AT 2

The left side above is at least 0| A| by hypothesis, and thus

Ae
maX<A6 Mk|19) > 0.

This immediately leads to the desired conclusion. =

4. Major arc estimates. The goal of this section is to prove Theo-
rem [2.1 We recall that the local factors d(\,s) and H, /q(8) were defined
n (2.3) and ., respectively. The following lemmas give bounds for them.
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LEMMA 4.1. Fiz a positive integer k. For all A\, s € C with o = Re(s) €
(0,1] and Jm(s) < 1, and all j > 0, we have
P (log(2 + [A))? + 077
70 4
883( ’5) <<] 1+|)\‘0/k
Proof. This follows from [II, Lemma 2.4], by the change of variable
ttt/k u

LEMMA 4.2. Fiz a positive integer k. For all 0 < a < q with (a,q) =1,
and all a € (0,1], we have

Hoypg(er) <o g~ /M
for any € > 0.
Proof. This follows from Lemmas and in the Appendix. =

The plan of this section is the following. A standard manipulation de-
composes the exponential phase e nkﬁ) into a periodic part e(nka/ q) and a
perturbation e(n*§). In Section we handle the twist by e(nfa/q) using
results about friable character sums. In Sections and we evaluate
the exponential sum around ¥ = 0, using the asymptotic formula for ¥ (x, y)
and partial summation for large y, and the saddle point method for small y.
In Section 4.4], we extend the analysis to all of the major arcs, using “semi-
asymptotic” results about ¥(x,y).

4.1. Handling the non-principal characters. For J = a/q + 0 with
0 <a < qand (a,q) = 1, we define the contribution of the principal charac-
ters to be

(A1) M,y )
_ p(d2) o Lbk € . k
= 2 L) <q>Ek<d1dz’y’<d1d2) 5)'

didalq b (mod q)
P(dyd2)<y (b,g)=d1

The exact form of this contribution will be clear from the first few lines of
the proof of Proposition below, which says that the contributions from
non-principal characters are negligible. Recall the notation from ([2.7)).

PROPOSITION 4.3. There exist K,c > 0 such that under the conditions
(4.2) (logx)® <y <z, q(1+]8]z") <Y*
we have
(4.3) Bz, y;9)
= Mi(z,y;9) + Oa(¥ (2, y)(1 + 62" (y~¢ + H(u)"“(logz) ™))
for any A > 0.
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Proof. Consider first the case when d = 0 (so that ¥ = a/q). We decom-
pose

Broin= 3 o(20) X

b (mod q) neS(x,y)
n=b (mod q)
B ab®
B SIS CATES S
dlg b(modgq) neS(z/d,y)
P(d)<y (b,q)=d n=b/d (mod q/d)
1 1
dg Y s mod/a)
P(d)<y

The contribution of the principal character x = xo is precisely My (z,y;a/q)
since

U(x/dyixo) = D, 1= p(d)Ep(z/(dds),y;0).
nesS(z/d,y) dalq/d
(n,g/d)=1
For the non-principal characters, we apply the bounds and . We
split the non-principal characters into two categories, according to whether
or not the associated Dirichlet series has a real zero in the interval
[1 — K/logY,1]. Define a character to be normal if its Dirichlet series has
no such zero, and exceptional if it does. The exceptional characters, if any,
consist of characters induced by a unique real primitive character x; of
conductor ¢, say. Let

1 1
N:: Z m Z Gk(Q/d, adk I,X)W(x/day,X)a
d|q X (mod g/d)

P(d)<y X is normal

1 — p—
E= 3 cgm 2 Gula/dad L X)w(e/d y).
dla/q x (mod q/d)
P(d)<y X is exceptional

To bound N, we use the trivial bound

(4.4) |Gr(g/d,ad" ", X)| < q/d
and Lemma Note that log(z/q) =< logx, so that uniformly over d < ¢
and all normal characters x we have

V(z/d,y; x) < d “¥(z,y)Y "
Combining this with (4.4)), we obtain
(4.5) N < T(,y)Y ¢y d ' < W(z,y)Y 2,

dlg
given our hypothesis (4.2)).
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We now bound €. The upper bound we have for the character sum
W(x,y;x) is very poor when wu is small, so more care must be taken. We
have, by Lemma [3.1

(46) ’Gk(Q/dv adk_laYH

1-1/k
< 2D 7 (g) min(q/(dy/@1), /& 2q) <. qﬁ(j) .

Thus
@ (x/d,y; Xq/a)|
q/d

7 1-1/k
serva(y) X

dlg/q

where x,/q4 stands for the character mod ¢/d induced by xi. For the same
reason as before, since log(z/d) =< logz, the character sum bound ({3.5)) can
be applied with 2 replaced by z/d and yields

¥ (2/d, y; Xq/a)| <e d™ ¢ (2, y)(H(u)"+y ).
We deduce

1-1/k
£ < Wz, y)(H(u)~ + y—)F YL <Q) 3 o

q q1 da/a

N q 1-a-1/k
< W) (H ()™ +y) m<ql> .

Assuming that K is so large that 1 — a < 1/(4k), we obtain
€ < qp W, y)(Hw) ™ +y7).

If y < eV!°8? then (logx) = O.(H (u)f) for any € > 0, so that the required
bound

£ < W(z,y)(H(u) *(logz) " +y°)

follows immediately from ¢ > 1. If y > eV1°8%_ then by Siegel’s theorem,
we have q; >4 (logY)? = (logz)?/? for any A > 0 (the constant being
ineffective unless A < 2). We deduce

(4.7) € <a W(,y) (H(u)"“(logz) " +y7°).
Grouping our bounds and , we have shown
(4.8)  Er(z,y;0/q) = My(,y;a/q) +O(¥(z,y)(y ™"+ H(u)“(logz) ™)),

the implicit constant being effective if A = 0.
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For general §, by integration by parts, we may write

Ei(z,y:9) = e(6zF) Ey(z,y;a/q) — 2mid S kt*=Ye(6th) Ey(t, y; a/q) dt
z/Y
+0W(z/Y,y)).
The error term here is O(¥(z,y)/Y®) which is acceptable. Note that for
t € [z/Y, x], we have logt =< log z, so that by (4.8)), we get
Ey(t,y;a/q) = My(t,y;a/q) + Oa(¥(t,y)(y~° + H(u) “(logz)~*))
(/Y <t <ux).
Note that |0] Si/y kth=1dt < |6]a*, so that by (£.2) we obtain
Ey(w,:9) = e(02") My (2, s a/q) — 2mi6 | kt*e(6t") My (t, s a/q) dt
z/Y
+ O (¥ (a,y) (1 + |6*)(y~¢ + H(u)"*(logz) ™))
Integrating by parts, we regroup the main terms above into
My(z,y;9) + O (z/Y,y)),
which yields our claimed bound. =

The next step is to evaluate the contribution from the principal charac-
ter My (z,y; ). As is classically the case in the study of friable numbers, we
shall use two different methods according to the relative sizes of x and y.

4.2. The main term in the neighborhood of ¥4 = ( for large values
of y. In this section, we evaluate the contribution of principal characters
on the major arc centered at 0, when y is large. The target range for (x,y)
is

H. exp{ (loglog 2)%/3T€} < ¢ < 2.
(He) p{(loglog z) y
Recall that ). is defined in (2.7)).

PROPOSITION 4.4. Lete > 0 be small and fized. Let § € R and write Q@ =
1+ |8|z*. Then whenever x and y satisfy , we have

Ei(,y:6) = W(x, y){qé(axk, 1)+ 0. <1°g(29) Joglutl) ng1> }

ol/k logy

Proof. For k = 1, this follows from theorems of de la Breteche [6, Propo-
sition 1] and de la Breteche-Granville [7, Théoreme 4.2]. It is based on
integration by parts and the theorem of Saias [29] stating that

(4.9) U(z,y) = Az, y){1+ 0N} ((z,y) € ([H)).
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Here de Bruijn’s function A(x,y) (see [10]) is defined by

A@ww—xsz—wdozﬁ (e ¢N)

and A(z,y) = A(x+0,y) for x € N, where p denotes Dickman’s function [30,
Section III.5.3]. This implies in particular the theorem of Hildebrand [20]:

log(u + 1)

(4.10) U(x,y) = xp(u){l + O< ogy

)} @@

For arbitrary k, the arguments transpose almost identically, so we only
sketch the proof. We first use Lemma to approximate

Bp(z,y;6) = Y e(n®8) + O (x,y)/V2).
z/Ye<n<z
P(n)<y

The error term here is acceptable. We integrate by parts and use (4.9) to
obtain

x4+
(4.11) Yo oe@foy= | e(z")d(A(z,9) + OW(x,y) QY ).
x/Ye<n<zx z=x/Ve+

P(n)<y
For z > 1, we let Fy(z) := | e(6t*) dt and

Ay(2) == M—l— : OSO p’(lOgZ —v> d<{yz}>

z logy logy Y

Note that Fs(z) = O(z/(1 + z|6|'/*)). Using [7, p. 310, first formula], we
write

T+
(4.12) | e(z")d(A(z,y)
Z:x/y5+
= | MEF()dz— | 2Fj(2)d({z}/2).
$/ys l'/ys

By integration by parts, the second integral on the right side of (4.12) is

DRy~ | (P8 + 7)) (s = 0llog D + 15,
x/Ve
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and the first integral is

(4.13) | Ay (2)F(2) dz
x/Ve

T

= My (2)F5(x) = Ay (/o) Fs(x/Vo) = | F5(2)d(My(2)).
x/Ve

To evaluate this, we use [7, formula (2.3)] and obtain
(4.14)  Ay(2) Es(z) = Ay(2/Ve) Es(2/Ve)

= p(u)Fs(z) + O<Wgﬁ,/lz:) logl(()ug_;; :

Next, using [7, formula (4.16)] and integration by parts, we obtain

FEY).

xT

(415) | Fs(2)d(\(2)
x/Ve

:O<p(u)log(U+1) 3§ !1"5(2)|d2’>Jr 1 § Fé(z)d<{Z/y}>_

logy 2 z logy . z/y

The integral in the error term is bounded by zlog(2Q)Q~1/*

summation yields
x
{z/y}

Fs(2)d( Y22 ) <« min(ye, 2)Q~ Y% +log V.
RS (B2 < win(uy., )@+ 105

, and partial

< wp(u){Q 5 + Vo1,
Inserting this into (4.15]), we get

T

log(2Q) log(u+1) 4
(4.16) I/SyEF(s(z)d()\y(z))«xp(u){ Ot gy T }

Combining the estimates (4.16)), (4.14), (4.13) and (4.11]), we obtain
oy Fs(x) log(29Q) log(u + 1) o
Ep(x,y;9) —iﬂp(u){m+0( Ql/k log y +QV: :
Using (4.10)) and rescaling € completes the argument. m

4.3. The main term in the neighborhood of ¥y = 0 for small values
of y. For smaller values of y, we employ the saddle point method [21I] based
on exploiting the nice analytic behavior of the Mellin transform

()= [ —p™)"

p<y
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associated with the set of y-friable integers. By Perron’s formula,
1 K+100 5 ds
Ek(x7ya 5) = 27 S C(s,y)@(c?:vk,s)xs— (Jf ¢N)>
w s
KR—100
where k > 0 is arbitrary. The saddle point @ = «(x,y), defined in terms
of z and y by means of the implicit equation (2.1]), is the unique positive
real number o achieving the infimum inf,~ 27¢(o, y). Recall the definition

of 7z from (22.7)).

PROPOSITION 4.5. Let e > 0 be small and fized. Let § € R and write Q =
1+ |8|z%. Then whenever x and y satisfy (logz)'™¢ <y < x, we have
. 1 1 _
Bule i) = o) {806, 0) + 0 g -+ + 07|

for some constant ¢ > 0.

Proof. One option is to transpose the arguments of [11l Proposition 2.11].

Instead we take a simpler route, inspired from a remark of D. Koukoulopou-
2

los. When y > z1/(081082)° e have 1 — a < 1/u by (3.3), and thus the

estimate is a consequence of Proposition [4.4] since
5 . log2Q

k k
(4.17) D62, a) — d(62",1) < (1 — «) Qa/k

by Lemma

We assume henceforth that y < g1/ (loglog x)z, with the consequence that
logz <. H(u)®. Using Lemma we write

(4.18) Ey(a,y;0) = | e(dt") d@(t,y)) + O (z,y)T.%).

x/Te
Let oy := aft,y) and u; := (logt)/logy. Then for t € [z/T, x|, by [21]
Lemma 10] we have

a¢+i/logy

t%ds

v(ty) = - | Csw) .
at—iflogy

+ Ot ¢, y) {7 4 H () ™eY).

Note that log 7: < u/(logu)?, so that certainly u; = u + O(u/logy) < u,
and thus H(u;)~¢ < H(u)~¢. On the other hand, from (3.1), (3.2), and
Lemma [3.21 we have

1L, y) = O (¢, ) log ) = o<(i>awx, y) log g;)

By our assumption that (logz)!™® < y < xl/(loglogx)2, we can absorb the
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log = factor into the error terms and obtain

at+i/logy

w9 ven -5 | et vo((L) wenn).

at—i/logy

We now shift the contour of integration to the line between a + i/logy.
For t € [x/7z, z], by (3.2]) we have

az(at, y) =< (logz)logy = a(e, y).
By [21, Lemma 8(i)], we therefore get

¢ oc+@/logy y)’ < oeu,

(e, y)
This implies
at+i/logy
t%ds
(4.20) i S C(s,y) s
at—i/logy
a+i/logy
1 % ds e tC(a,y)
=5 S ¢(s,9) . +O<(ata)e — )
a—i/logy

Here, we have used the bound supgc(q,a,] tP¢(B,y) < t*¢(a, ), which follows
by unimodality and the definition of the saddle point.

If we view oy as a function of u;, then
doy logy

dur oo, y)

by the definition of o9 and the saddle point «y. It thus follows from ([3.2)

that
logy log 7 1

oa(ar,y)|  logy loga”
Using (3.1)) and (3.2)) to bound ((a,y), we deduce
t 1 1 t\“
—eut®Clay) logTe .e_cu<> (2, y) log z
« logy logx x
t\* /
< <$> U(x,y)T. €.

Inserting this into (4.19)) and (4.20), we obtain

o —a < (uy )Sup

(ap — a)e

a+i/logy

U(ty) =5~ | C(s,y)ts ds +O<<fc>a¢(:n YT C>

a—i/logy
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We insert this estimate into (4.18)) and integrate by parts to obtain

a+i/logy x
Bi(w,y:0) = 5= | sy) | et dbds + O (,4)QT7°).
a—i/logy z/Te

Note that

| e(ath)etdt =
z/Te

e(0th) L dt + O((x/T2)%)

—— &

m‘i‘?cﬁ <

(52, 5) + O((x/T2)%).

The contribution to Ej(x,y;¥) from the error term O((x/7:)*) above is
bounded by

o cotar
Therefore,
a+i/logy ) s
Ey(x,y;0) = 5— | )@ (62", 5)a ~ T OW(z,y)QT7).
a—i/logy

The evaluation of the remaining integral can now be done as in [I1, Propo-
sition 2.11] (in particular the treatment of the segment C4 on p. 623), by
splitting the integral depending on the size of the imaginary part of s rel-
ative to Ty := (u'/®logy)~'. Large values of |7| are handled using [21],
Lemma 8(i)], while the contribution of small values of |t| is estimated by a
Taylor formula at order 4. After some routine calculations, we find

a+i/logy

omi
a—i/logy

8 d )
((s,y)B(6a", s)wsf = U (z,y)B(0z", o) + o(giﬂjﬁi . i) ,

This concludes the proof of Proposition 4.5. u

4.4. The main term for general major arcs. In this section we
estimate the main term Mj(z,y;1) (defined in (4.1)) in all of the major
arcs, using the estimates proved in the previous two sections. This mirrors
analogous calculations in [I8, Section A.2]. We recall the notation in .

PROPOSITION 4.6. Let € > 0 be small and fized. Let 2 < y < x be large,
and let 9 = a/q+ 9§ with 0 < a < q < Y" for some sufficiently small n > 0
and (a,q) = 1. Write @ = q(1 + |5]z*).

(1) Whenever x and y satisfy (HJ), we have
My (2, y;9) g~ log(u+1)
U (z,y) Ql/k=  logy

= (62", 1)H, (1) +O< - Qy€1>.
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(2) Whenever x and y satisfy (logx)1*e <y < x, we have
My, (z, y;9)

¥ (z,y)
for some constant ¢ > 0.

11—« 1

= &(8z*, a)H,q(a) + O< d

Qa/kfs U + Q’];—C>

Proof. We only give the details of deducing the first part of the statement
from and Proposition the proof of the second part is similar, using
Propositioninstead. Write Q' = 14 [6]z* so that Q = ¢Q'. Since ¢ < Y7,
we have log(z/q) < logz, so that for all di,dy with dids|q and P(dids)
<y, we can apply Proposition [4.4 and obtain

Ey(x/(dvds), y; (dida)"5)

TR R P w: 1 log(ut1) 5y
J(dldz’y){@m’1)+O<Q'1/ks gy T2 )f

By [8, Théoreme 2.4] we have, uniformly for dids < ¢ < y",

T U (z,y) < < log(u + 1)))
v ) = 1+0( (logq)—2 ") ).
<d1d2 y) (dida)” (logq) logy
Combining this with the bounds ¥(z/(d1d2),y) < (didg) *¥(z,y) from
Lemma and &(62% 1) < (1 + |6]«%)~1/* from Lemma we deduce

Ey(x/(duds), y; (dida)"5)

V(. y) [ 50 k logg log(u+1) =41

= &(62",1) + O )
(dldz)“{ AR Q1= logy o

Inserting this estimate into (4.1) and recalling the definition of H, ()

in , we obtain

4.21 _—
W20 Tyt
o 1 loglut1) |
= (50 1)) + O (s e + @9 R).
where
(logq) k—1
R = G di,ady” ", .
dzd: (d1d2)“¢(Q/d1)‘ b(a/dr ady ™, xo)
1d2|q
P(d1d2)<y

Using the estimate ([4.6)) with ¢ = 1 (a consequence of Lemma3.1]) to bound
the Gauss sum Gy,(q/dy,ady ™!, xo) above by ¢'~/*+2 we obtain

didy)™¢
(4.22) R < qlfl/kJrs Z & < qlfafl/k+5_
i Pla/dy)
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Finally, to see that H, ,(a) is close to H,/,(1), note that the derivative H(’l/q
satisfies the bound Hc’l/q(a) = O(¢°R) for all o € [a, 1]. Thus (3.3) gives

(4.23) Hyj(a) = Hyyq(1) + O(¢°R1og(u + 1) /log y).
In view of (4.22) and Lemma we may replace H, (o) in (4.21)) by

H,/4(1) at the cost of an acceptable error. m

4.5. Deduction of Theorem 2.1l Let the situation be as in the state-
ment of Theorem By choosing C' large enough, we may assume that
the hypotheses of Propositions and are satisfied, and moreover that
the error term in is acceptable. We divide into two cases depending on
whether to apply the first or the second part of Proposition [4.6

Assume first that evieszloglog® < o Then 1/u > log(u + 1)/logy and
logz < Yr (1), so that the error term in Proposition (1) is acceptably
small. To see that we may replace ®(5z*, 1)H,/4(1) by @((irk,a)Ha/q(a),
note that by and we have

B(0x%,1)H, (1) = D(52", a)H, g () + 0(

¢~ log(u+1)
Qa/k’—a log y :
This error term is again acceptable.

Assume next (logz)¢4 < y < evloszloglogr Then 1 /u < log(u+1)/logy

and log z < 720(1), so that the error term in Proposition (2) is acceptably
small, and the conclusion follows.

Finally, the upper bound (2.5) follows from Lemmas and

5. Minor arc estimates. The goal of this section is to prove Theo-
rem It is convenient to prove the following equivalent form. For param-
eters @, X > 1 and 0 < a < ¢ <@ with (a,q) =1, define

M(q,a;Q,X) = {0 €[0,1] : |¢¥ —a| < QX *}

and
(5.1) MR, X) = |J MaaQ X)
0<a<q<@Q
(a,9)=1

In particular, for any ¥ = a/q¢+ ¢ with 0 < a < ¢ and (a,q) = 1, we
must have ¢(1 + |6|X*) > Q whenever ¢ ¢ IM(Q, X). Note also the obvious
inclusion M(Q1, X) C M(Q2, X) whenever Q1 < Qa.

PROPOSITION 5.1. Fiz a positive integer k. There exist K = K(k) > 0
and ¢ = ¢(k) > 0 such that the following statement holds. Let 2 <y < z be
large with y > (logz)X. If ¥ € [0,1] ~ M(Q, z) for some Q > 1, then

Ey(z,y;9) < ¥(z,y)Q "
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Proof that Proposition [5.1] implies Theorem [2.3. We may assume 10 <
q < 0.12%, since otherwise the claim is trivial. Let Q = (1/3) min(q, /2*/q).
Aiming at Theorem it suffices to show that ¥ ¢ 9M(Q,x). Suppose, on
the contrary, that ¥ = a’/¢’ + ¢ for some 0 < d’ < ¢ < Q with (d,¢') =1,
and |6| < Qz~*. Then by our choice of Q we have

Q 1 1
>3Q>3¢, —<-—< :
1=3Q 230 RS 9,0 = g
Hence
aa’<1+|5|<1+1<1
¢ ¢ ¢ ~3q¢  99¢" " qq"

It follows that a = @’ and ¢ = ¢/, but this is impossible since ¢ > 3@ and
7 <Q.m
The bulk of the proof of Proposition [5.1]lies in Section which applies

when y = (log )X for some constant K. In Sections and we quote
and prove some complimentary results valid for larger y.

5.1. Estimates for complete Weyl sums. We start with the follow-
ing estimate for complete Weyl sums.

LEMMA 5.2. Fiz a positive integer k. Let x be large, and let 9 = a/q+ 0
for some 0 < a < q and (a,q) = 1. Assume that |0| < 1/(qx), and write Q =
q(1 +|6|z*). Then

o(k)
‘Ze(ﬁnk)‘ < SU(i + % + ;)

n<x
for some o(k) > 0.

Compared with classical estimates, the bound here decays not only with ¢
but also with §. This will be necessary in the proof of Proposition below.
The extra dependence on § can be easily obtained by following the standard
Weyl differencing argument, which was done in [I4, Lemma 4.4]. In fact,
Lemma [5.2 is nothing but a reformulation of [14, Lemma 4.4].

Proof of Lemma 5.4 Let D = 0.1 min(x,2*/q, Q). If the desired expo-
nential sum estimate fails, then by [14, Lemma 4.4] there is a positive inte-
ger d < D such that ||d¥|| < D/z*. By the choice of D and the assumption
on d, we have

|do| < D|d| < 0.1z|d] < 1/(2q).

In the case when ¢ 1 d, we have
o]l > 1/q — |dé| > 1/(2q) > D/a*,

where the last inequality follows again from the choice of D. This is a con-
tradiction. In the case when ¢|d, we have ||d¥| = |dd| and d > ¢. This is
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again a contradiction since |d§| > |¢6| > D/x* by the choice of D and the
definition of Q. =

REMARK 5.3. To get a better exponent o(k) in the statement above,
one should follow Vaughan’s treatment [32, Chapter 5] while using works
on the Vinogradov main conjecture, which has recently been proved (trivial
for k = 1,2, in the case k = 3 by Wooley [41], and for all £ > 3 by Bourgain—
Demeter—Guth [4]). We will not pursue this further.

5.2. Friable Weyl sums for large values of y. The following minor
arcs estimate due to Wooley [37, Theorem 4.2] is useful for mildly friable
numbers.

PROPOSITION 5.4. Fiz a positive integer k and some A € (0,1]. There
exist n,o > 0, depending on k and X, such that the following holds. Let
2 <y < x be large with y < 2", and let 9 € [0,1] ~ M(z*,x). Then
Ep(x,y;9) < 2179,

Proof. This follows from [37, Theorem 1.1] when A = 1. In the general
case, this follows from [38, Theorem 4]. u

The following proposition covers the range =" < y < x. In its proof we
adopt the natural strategy of factoring out largest prime factors of non-
y-friable numbers.

PROPOSITION 5.5. Fiz a positive integer k and some n € (0,1]. Let 2 <
y < x be large with y > x", and let 9 € [0,1] ~ M(Q, z) for some Q > 1.
Then Ex(x,y;9) < Q¢ for some ¢ = c(k,n) > 0.

Proof. When n = 1, the conclusion follows from Lemmal5.2] Now assume
that the conclusion holds when n > 1/s for some positive integer s, and
let n € [1/(s+1),1/s). We may write

Ey(x,y;9) = Ey(z,aM%0) = ) > e((pn)F).
y<p<zl/s n€S(z/p,p)

The bound |Ej(z, z'/%;9)| < Q¢ follows from the induction hypothesis.
To treat the double sum, split it into dyadic intervals so that we need to
prove

(5.2) SPy= > > ellpm)t) <2Q°
P<p<2P neS(z/p,p)

for y < P < 2'/5. We divide into two cases depending on whether P < x /Q°
or not (in fact, P < x/Q°¢ is the only case unless s = 1).
Assume first P < 2/Q° so that z/P > Q°¢. We bound S(P) by

spy < Y ‘ ST e((mn)to)].

P<m<2P neS(z/m,m)
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Here we have dropped the primality condition on m. Let R > 1 be a pa-
rameter that will be chosen to be a small power of @), and let M be the set
of m € (P,2P] with m*9 € (R, z/m). Since m > (x/m)/*, we may apply
the induction hypothesis to the inner sum when m ¢ M to obtain

S(P) < %\M\ +zR™¢

To complete the proof of in this case, it suffices to show that |M| <
PR~'. Suppose, for the sake of contradiction, that |[M| > PR~¢. For each
m € M, we may find ¢, < R such that ||m¥(g,9)| < R(xz/m)~*. By the
pigeonhole principle, there exists gy < R such that ||m*(qo¥)| < RP*/z*
for at least |[M|/R values of m € M.

Now apply Lemma to the angle g with ¢ = R(x/P)™% < RQ~°
and § = |[M|/(RP) > R™*. Since € < /5 if R is a sufficiently small power
of Q, we conclude that there is a positive integer ¢ < 6-°1) « ROM) guch

that 5-0() RO
T
This contradicts the assumption that ¥ ¢ 9(Q, x) if R is a sufficiently small
power of Q.
It remains to deal with the case when P > z/Q° (which only happens

when s = 1). From the assumption 9 ¢ 9M(Q,z) we may deduce that for
all n < Q° we have n*9 ¢ M(Q'/?,2P). Upon bounding S(P) in (5.2)) by

S(P)<H s | DT e(on)d)

n=<z/P’p_p<min(2Pz/n)

laqo?|| <

)

the conclusion follows from estimates for Weyl sums over primes stated
below. =

LEMMA 5.6. Fiz a positive integer k. Let x be large, and let ¥ € [0,1] \
M(Q, ) for some Q > 1. Then

’Z e(pkﬂ)’ <aQ°

p<z
for some ¢ = c(k) > 0.

Proof. We may assume that Q > (logz)” for some large constant A,
since otherwise the statement is trivial. If ¥ € (2%, z), then the con-
clusion follows from [25, Theorem 2]. Now assume that ¢ ¢ 9(z%!, x). By
diophantine approximation, we may find 0 < a < ¢ < 279! with (a,q) = 1
such that |g¥ — a| < 7*+01 Since ¥ ¢ M(2"!, z), we have ¢ > 2%, The
conclusion then follows from a standard minor arc bound such as

S
Pz

from [16]. m
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5.3. Friable Weyl sums for small values of y. Note that Propo-
sition does not apply to ¢ in minor arcs when ¢ and |0 |:ck grow more
slowly than any positive power of x. In this section, we take care of this situ-
ation by a variant of Vinogradov’s method, roughly following the argument
of Harper [I§].

PROPOSITION 5.7. Fiz a positive integer k > 2. Let 2 < y < x be large
and let o = a(x,y). Let ¥ = a/q+ § for some 0 < a < q and (a,q) = 1.
Write Q = q(1 4 |6|2%), and assume that 4y*>Q> < x. Then for some o =
o(k) > 0 we have

Ep(z,y;9) < ¥(z,y)Q 721 (log z)°.

Proof. We may assume that y > (logx)%, since otherwise the claim is
trivial by taking o < 1/6. Extracting the ged d = (n q°°) we may write

d|g®>® ngm/d
Pt(d)<y P*(n)<y
(n,q)=1

The contribution from those terms with d > Q is bounded by

Y U(a/dy) <W(x,y) Y d* < QU (a,y),

d|g* d|g>

a>Q d>Q
where the first inequality follows from Lemma and the second follows by
Rankin’s trick. Hence

L) — k (z,y)
Ex(z,y;9) = Z Z ((nd)"™9) —|—O< o2 >
d|q®> n<z/d
d<Q Pt (n)<y
PY(d)<y (n,q)=1
We may also discard the terms with n < x/Q from the above, since their
contribution is bounded by

Z U(r/Q,y) < Q “WU(x,y) Z < Q7 U(a,y),

d|g*> d|g>
d<Q d<Q

where, again, the first inequality follows from Lemma and the second
from Rankin’s trick. Consequently,

Ex(z,y;9) = Z Z e((nd)k9) + O(W(:ﬂ,y))

dlg>® z/9Q<n<z/d
d=Q  P*(n)<y
PHd)<y  (n,q)=1
Let L = 4yQ be a parameter. For the inner sum over n, factoring out
a divisor m of size about L by taking the product of the smallest prime
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factors of n, we may write

CEYEED S ) M R e O]

dlg™®  L<m<P*t(m)L

d<Q  z/(mQ)<n<z/(md)
PHd)<y ~ p+(m)<P~(n)
P+(n)§y7 (mn7q):1

which is allowed by our hypothesis yL < 2/Q. For M € [L,yL], define

EM):= > > e((mnd)*v).
dl¢g™® M<m<min(2M,P+(m)L)
d<Q z/(mQ)<n<z/(md)
Pt(d)<y P+(m)<P~(n)
Pt (n)<y, (mn,q)=1

Now move the sum over n inside, and bound this inner sum by its absolute
value. It is also convenient to remove the dependence on m in the condition
x/(mQ) < n < x/(md), which can be achieved by a standard Fourier-
analytic argument. We obtain

E(M) < (logz) sup Z Z ‘ Z e((mnd)*9 + Bn)|.

BEI0.Y) g0 M<m<2M &/(2MQ)<n<z/(Md)
d<Q Pt (m)<y Pt(n)<y
P~ (n)2P*(m)
(n,q)=1

By the Cauchy—Schwarz inequality and factoring out the largest prime fac-
tor p = P (m) of m, we deduce that for some 3 € [0, 1),

(5.3) E(M) <. (logz)Q°M*'Y28,(M)'/?
for any € > 0, where

Y X | elwmma)o o)

d|q p<y M/p<m<2M/p z/(2MQ)<n<z/(Md)
=Q P~ (n)=p, P+( )<y
(n,q)=
After expanding the squares and switching the order of summation, we ob-
tain

M) <3N > Y elomad) ot b)),

d|g® p<y z/(2M Q)<ni1<na<z/(Md) M/p<m<2M/p
d=Q (ni,q)=1, P (n;)<y

By the hypotheses and the choice of L, it is straightforward to verify that

p
() sk )] < 1
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for 1 < nj,ny < x/(Md). Thus we may apply Lemma and obtain

e((mdp)F9(n¥ — nk M (g, (pd)* (n§ — n}))”
M/p%:gw/p ((mdp)*d(n} —n3)) < = L+ I = n))”

for some small o = o(k) > 0. It follows that

Si(M) < q—"M(Z W)SQ(M),

<y p
where
(g, d"(n§ — nf))”
Sy(M) =" > Rk e
d|q™ z/(2M Q)<n1<na<z/(Md) (L+ [o}(Md)*(n5 —ni))
a<Q (ni,q)=1, PT(n;)<y
Since .
> @P) oglogy + wle) <. M7,
<y
we have
(5.4) S1(M) < ¢ M8y (M).

To bound Sy(M), splitting according to the value of r = (g,d*(nk — n¥)),
we obtain

(5.5) So(M) < 17> S3(M;r,d),
rlg  dlg™
d<Q
where
1
S3(M;r,d) := Z k&

k _ o’
(ni,9)=1, P*(n;)<y
)

Note that r|d¥(nk — n¥) is equivalent to n} = nk (mod r’), where ' :=
r/(r,d¥). Since (nj,q) = 1, and since there are O((r')?) residue classes
b (mod 7') such that (b,7’) =1 and v* = 1 (mod r'), we deduce
(5.6)  S3(M;r,d) <. r° > sup  Su(M;r',d;ny,b)
2/(2MQ)<ny <z /(Md)  (mod )
Pt(n1)<y (br)=1

for any € > 0, where

1
84(Ma Tlud;nlab) = .
nlS”&;/(Md) (1 + ‘6|(Md)k(n]2€ - n’1€>)0
PT(n2)<y
n2=b (mod r’)
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We dyadically decompose this sum with respect to the size of ng — n; €
[0,2/(Md)], noting that if T/2 < ny —ny < T, then we have n§ — nf >
(ng —ny)nt=1 > Tnk~1. Therefore,

M;:v', d';ni, 03T
(G57)  Si(M;r dimnb) < (ogz)  sup  SPOLTdimu T
1<7<e/(Md) (1 + |[8](Md)FTni")

where
Ss(M;r' dyng, b; T)
= {ng € ¥(x/(Md),y) : |na —n1| < T, ny =b (mod 7')}|.
An application of Lemma [3.3] yields

T/r' \*
M;r' d;nq, b; T 4 Md 1 1
Ss(0M:r' i 5 T) < (L ) W/ Md) ) o + 1.
where we have used a(x/Md,y) > a(z,y). Combining this with (5.7) and
noting that the bound is an increasing function of 7" assuming o < « (which
we may), we obtain

/ U(z/(Md),
Sy(M;7',d;ny,b) < (log$)2{ (r)>(1 +( |§|(x(1\4)dzi)’“)“ i 1}'

Inserting this into (5.6)) and recalling ' = r/(r, d*), we find that
(log z)?(r, d*)*

S3(M;r,d) < ame— (S3(Mid) + W (x/(Md), )},
where
1
S3(M;d) := ¥ (x/(Md),y) Z (1+ [8|z(Mdny)k—T)7
2/(2M Q)<my <z /(Md) 1
Pt(n1)<y

U(x/(Md),y)®
(1+ [o]z%)7

by partial summation assuming o < «/k (which we may). Since Md <
yLQ < x/Q by our hypothesis, from Lemma we get

W(z/(Md),y) > <J\jd>a > Q%> (14 |8|z%),

and thus
(log 2)?(r,d")* ¥(x/(Md),y)?
ro—e (1 +|8|xk)e
. (0g2)’(r,dY" W(a/M, )’
Toa—adZoz (1 + ‘5|xk‘)a

S3(M;r,d) <
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again by Lemma Inserting this bound into (5.5)), we obtain
U(x/M,y)*
SQ(M) < (logx) 1+ |5’.1‘k ZC”Z a—0o— 5d2a
2o
Writing r’ = (r, d*), we can bound the double sum over r and d above by

qa Z ro—a Z(r/)a Z d—20¢.

rlq |r dlg*>
r"dk

The inner sum over d is less than

(min{r” : r ~2a Z 420 < (1/)~2e/k,
d|g®®
so that
o—« a(l 2/k) oc—2a/k 2e
eraaad2a<<q DT ) <g Y r < =
rlg §|<qD rlg r'|r rlg

It follows that
W(x/M,y)* _ ¢ (loga)?M W (z,y)
(1 + [0]z*)7 (1 +[o]z*)7
for any € > 0. Finally, inserting this into we obtain
(log ‘1.)2]\4172&4%&[—,(m7 y)Q
(q(1+ [d]a*))o—e 7

(M) <. ¢ (log z)?

and thus by (5.3]) we have
E(M) <. (logx)* M~ Few(x, y) Q~7/7*<

for any € > 0. The desired bound follows from a dyadic summation over M,
since M1~ < (yL)' ™ < (47Q%)' 7 < (log ) Q> ). w

5.4. Deduction of Theorem We now have all the ingredients
to deduce Proposition (and thus Theorem . Let the situation be
as in the statement of Proposition Let n > 0 be a sufficiently small
constant. If y > 2", then the conclusion follows from Proposition Now
assume that y < 2. If 9 ¢ M(2"!, x), then Proposition applies with
A = 0.1 to give the desired conclusion. Finally, assume that y < 2" and
9 € M(2%L, z). Then ¥ = a/q + J for some 0 < a < ¢ < 29! with (a,q) =1
and |6] < ¢ 'z F+01 Thus Q := (1 +|§|z%) < 229!, and the hypothesis of
Proposition is satisfied. Moreover, the assumption ¥ ¢ 9M(Q, =) implies
that @ > @, and thus the conclusion of Proposition [5.7] implies that

Ey(z,y;9) < ¥(z,y)Q “(log z)°
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for some constant ¢ > 0, when 1 — « is sufficiently small. This gives the
desired bound when Q is at least a large power of logz. If @ < (logz)*
for some constant A, then Theorem applies and the conclusion follows

from ([2.5)).

6. Mean value estimates: statements of results. The goal of this
section and the next is to prove Theorem In this section, we reduce the
task of proving Theorem to proving Proposition below that controls
large values of friable exponential sums. We start with the following mean
value estimate, which holds with the optimal exponent when restricted to
(relatively wide) major arcs.

ProproOSITION 6.1. Fix a positive integer k. The following statement
holds for some sufficiently small ¢ = c(k) > 0. Let 2 < y < x be large.
Let (an)1<n<z be an arbitrary sequence of complex numbers, and write f (1)
for the normalized exponential sum

f(ﬁ):( Z \an’2>_1/2 Z ane(n®).

nesS(z,y) nes(z,y)
Then for any s > k we have

VIf@)* dv <, W(x,y)°a",
m
where
M={de0,1]: [f(W)* >z~ W(z,y)},

provided that 1 — a(z,y) < cmin(1,s — k).

Proposition [6.1] is a straightforward consequence of the following result,
controlling the number of (well spaced) phases with large values of expo-
nential sums.

PROPOSITION 6.2. Fix a positive integer k. Let 2 < y < x be large
and let o = a(x,y). Let (an)i<n<z and f(V) be as in Proposition 6.1. Let
V1,...,9r € [0,1] be reals satisfying |9, —9s|| > =% for any r # s. Suppose
that

[F ()] > 7@ (z,y)
for each 1 <r < R and some v € (0,1]. If y > x7¢ and 1 — a < ¢ for some
sufficiently small ¢ = ¢(k) > 0, then R < A2k=00=a)=¢ for gny e > 0.

Large value estimates for complete Weyl sums of this type first appeared
in [3]. The case k = 1 of Proposition was proved by Harper [I§].

In the remainder of this section, we give the standard deduction of Propo-
sition [6.1] from Proposition and also deduce Theorem [2.3] from Proposi-
tion The proof of Proposition [6.2) is the content of Section [7}
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6.1. Proof of Proposition assuming Proposition Note
the trivial bound |f(9)|*> < ¥(z,y), which follows from the Cauchy—Schwarz
inequality. For any « € (0, 1], define

S() ={0 € [0,1] : |[f(9)* = v*¥(z,y)}.
Let ¢ > 0 be sufficiently small. We claim that if v € (z7¢, 1], then

meas(S(v)) <. 772]{)70(17&)78‘%7]6

for any € > 0. To prove this claim, pick a maximal z*-separated set of
points {J1,...,9r} C S(7). In other words, the set {01,...,9r} satisfies
|9, — ]| > o~ for any r # s, and moreover for any ¥ € S(7) we have
|9 — .|| < x~" for some r. Hence S(7) is contained in the union of arcs
centered around ¥, (1 < r < R) with length 227%, and the claim follows
from Proposition By the assumption on 1 — «, we may ensure that

meas(S(7)) < v 5 FzF,
Now write
11
| 1@ a9 =250 (2, 9)* | |75 Lyesinsee) dy 4
S(z—¢) 00

=VU(z,y)° (25 i %~ meas(S(v)) dy + O(:E_2CS meas(S(:n_c)))>.
The conclusion follows :i;lce
§ v L meas(S(7)) dy < 7k § VRl dy < 7R
and - -
272 meas(S(x7°)) < 2Rk « gk

6.2. Proof of Theorem [2.3] assuming Proposition [6.1I] In view of
Proposition [6.1, Theorem [2.3] follows from Lemma [6.3] below.

LEMMA 6.3. Fiz a positive integer k. There exists p = p(k) > 2k such

that
1

VIEx(z, y; 0) P di < 2P FH

0
for any € > 0. Moreover, we may take p(1) = 2, p(2) = 4, and p(3) = 8.
If y < x¢ for some sufficiently small ¢ = (k) > 0, then we may take

p(3) = 7.5907 and p(k) = k(logk + loglogk + 2 + O(loglog k/logk)) for
large k.
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Indeed, to deduce Theorem [2.3]from this lemma, let ¢ > 0 be sufficiently
small and denote by m the set of ¥ € [0, 1] with

|Ek(x7y719)| < .’B_CW(.T, y)

The contribution to the mean value integral from 9 ¢ m is dealt with by
Proposition Thus it suffices to show that

VIEx(z,y; ) do < @ (2, y)* 2"
m

whenever 2s > p, where p = p(k) is the exponent in Lemma To prove
this, bound the left hand side by

(@~ W (2, )P | [Br(z, 4 0) P di) <pe 2= PIP7REog (g, )257P

m

using Lemma This bound is O(¥(z,y)**z%) if 1 —a < [c(25 —p) —¢€]/p.
The conclusion follows if we choose € = ¢(2s — p)/2.

Proof of Lemma |6.9 - First note that for p(k) = 2* we have

1
S w(z,y; 0 \2 d19<S|Ek(933319)|kd19
0
by considering the underlying diophantine equation. The right side above
is bounded by 22 k+e for any € > 0 by Hua’s lemma (see [32, Lem-
ma 2.5]). This proves the existence of p(k), and justifies the choice of p(k) for
ke {1,2,3).

Now assume that y < z¢ for some sufficiently small ¢ = ¢(k) > 0.
The fact that we may take p(3) = 7.5907 follows from [40, Theorem 1.4 or
formula (6.3)]. For large k, the claimed choice for p(k) follows from Wooley’s
work on Waring’s problem and friable Weyl sums [35 B7], together with
arguments very close to those in [31], Section 5] that deal with major arcs.
For completeness, we include the details here.

Let k be large and let p = k(log k +loglog k+2+ C'log log k/log k) be an
even integer for some large constant C' > 0. By considering the underlying
diophantine equation, we obtain

1 1
V1B (2, y50) P di < {| By (2, 2% 0) P2 By (, 2 9) | do.
0 0

The two copies of the complete exponential sum are required in the major
arc analysis. Call the right hand side above T, and our goal is to show
that T < 2P~%. For 0 < a < ¢ < x and (a,q) = 1, define

M(q,a) ={¥ €[0,1] : |¢g¥ —a| < 1/(2kxk_1)},
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and let 2 be the union of all these. Split T" into two integrals,
Ty = | |Ep(x,29)[%| By (2, 2;9)[* d,
m
o= | |Bx(w,a%0) 2 By(, ;) dv.
[0,1]~9m

To bound 71, by Hoélder’s inequality we have

: (p—2)/p 2/p
T < (1B, 25 0)ra0) " (] 1Bul, o)l av)
0 m
The first integral above is at most 1" by considering the underlying diophan-
tine equation, and the second integral over 9 can be bounded by 2P~* (see
[31, Lemma 5.1]). Hence

Ty, < T®=2/py20—k)/p,

t copies of the minor arc exponential sum, where t € {k, k + 1} is even:

To bound T, we use the trivial estimate |Ej(z,x;¢)| < z and take out

1
t
T < o?(sup [Ey(w,2%9)) 1Bl 2% 0) P2~ do.

From [37, Theorem 1.1] we have

sup | Ey(z, 2 0)| <. atPR+e

IgMm
for any € > 0, provided that ¢ is sufficiently small depending on e. Here
p(k) > 0 satisfies p(k)~! = k(logk + O(loglogk)). From [37, Lemma 2.1],
for any positive integer s we have

1
V1B (2, 20)|% dY < a?FHAnte
0

for any € > 0, where A, j, = kel=2s/k_ Apply this with 25 =p — 2 — ¢ to get
T2 < xp—k-i-a‘xAs,k_p(k)t

for any € > 0. Since we have 2s = p — 2 —t > k(logk + loglogk + 1 +
(C —1)loglogk/log k) for large k, it follows that

loglog k 1 C loglogk
—(C-1 < 1— — .o,
exp< (©-1) log k > - 1ogk< 2 logk

Agp <
sk = log k

This implies that

C loglogk
)t — A > plk)k — Ag g > — - ——=>—2—,
p(k) & = p(k) FZ T logh)?
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and thus Th < 2P~F. Combining the bounds for 77 and 7> we obtain
T <« T®=2)/p2(p=k)/p | ,p—k
This implies the desired bound T < zP~%. u

7. Proof of the large value estimates. The goal of this section is
to prove Proposition [6.2] Let ¢ > 0 be a sufficiently small constant. We
may clearly assume that ¢ < c¢. We may also assume that y < x¢, since
otherwise ¥(x,y) > z and the conclusion follows from Bourgain’s work [3,
Section 4]. Recall also that we are allowed to assume 1 —a < cand v > z~°.

By using the major arc estimates in Theorem 2.1} Bourgain’s argu-
ment [3] can be followed to treat the case when 4! is smaller than a fixed
power of logz. When ~~! is larger, we will use well-factorability of friable
numbers to arrive at a double sum, and after applying the Cauchy—Schwarz
inequality we will be able to drop the friability restriction on one of the
sums, in order to take advantage of good major arc estimates for complete
exponential sums.

We now turn to the details. For each 1 < r < R, let 1, be a complex
number with || = 1 such that |f(9,)] = n,f(¥,). From the assumption
that

f(0)]* > v (x,y)
for each 1 < r < R, we obtain

S Y. ane(nfd,) > yRU(x, y)m( > \an!2)

1<r<R  n€S(z,y) n€S(z,y)

1/2

An application of the Cauchy—Schwarz inequality after changing the order
of summation in r and n leads to

(7.1) Z ’ Z nre(n®o

neS(z,y) 1<r<R

2
)| > VR (z,y).

7.1. The case of large v. Let us assume that y~! < min((log z)?, y°)
for some large constant B = B(k, ¢). In this subsection, we allow all implied
constants to depend on B. Expand the square in ([7.1)) to find

(7.2) 3 ( S ek (@, )
1<r,s<R neS(x,y)
Let 9 be the set of ¥ € [0,1] with |Ey(z,y;9)| > v*¥(x,y)/2. Then
1
(7.3) > B0 — 00| 2 57 R (x,y).

1<r,s<R
Yr—I9s€Q

> Y R*W(z, ).
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LEMMA 7.1. Let the notation and assumptions be as above (in particular,
assume y~1 < (logx)B). If 9 € Q, then ¥ = a/q + & for some (a,q) = 1
with @ = q(1 + |§|z*) < v~3k. Moreover,

| By (2, y;9)| <e.p W(w,y)Q H/hF2I-o)te
for any e > 0.

Proof. Since Ey(z,y;9) > v*¥(x,vy)/2, Proposition implies that ¢ €
M(y~C, z) for some C = C(k) > 0. Since y~! < min((logz)?,5°), we may
apply Theorem (in particular the estimate ) to obtain the desired
upper bound for Ej(z,y;d). Combining this upper bound with the lower
bound Ej(z,y;9) > v?¥(x,y)/2, we get Q < v 3F as desired. m

We are now in a position to apply Lemma Let Q = Cy 3 for some
large constant C' > 0, and let A = Qz~*. Consider the function G = Gur0.0
defined by

q—1
-yl Z Ljy—a/ql<a
1+ 250 — a/q
24 25T aH i — o/
Lemma [7.1] implies that
Ep(x,y;9) < ¥(x, y)G(ﬁ)”’“TG’““’”‘*E)
whenever 1 € Q. Comparing this with ( we obtain
VR (z,y) < W(x,y)y 0t N G, —0,)VE,
1<r,s<R
which simplifies to
Z G('lgy- _ ﬁs)l/k > R272+6k(1_a+€).
1<r,s<R
On the other hand, by Holder’s inequality and Lemma [3.5 we have
1/k
> Gl —9)E < RHEVE(NT G, - 0,))
1<r,s<R 1<r,s<R
< R2(k71)/k[(R,yfe + $fkR2,yf3k + ,YAR2) log(l + ,)/73k)]1/k
for any A > 0. Combining this with the lower bound we arrive at
R2A2H0k(1—a+2¢) o p2-1/k | p2,-1,-3 | p2.A

for any A > 0. The second and the third terms on the right above are clearly
smaller than the left hand side. Hence

R2,72+6k‘(1—0¢+28) < R2_1/k.

This leads to the desired upper bound on R.
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7.2. The case of small +. In the remainder of this section, we will
assume that v~ > min((log z)?, y¢) for some large enough B = B(k,¢) > 0.
In particular, this implies that either v~ > (logz)? or v~(0=% > (log 2)%/2.
Let K = (y 'logz)? be a parameter, where A = A(k) > 0 is a large
constant to be specified later. By the assumption v > z7¢ we may assume
that K < x'/?. Observe that any integer in S(z,y) can be written as a
product mn, where m € [z(yK)™ !, K 1] is y-friable, and n < zm~!. In
this way, from we get

> > nre(nkmkﬁr)‘z272R2¥7(x,y).

z(yK) 1<m<zK 1 1<n<gm~—1 1<r<R
Pt (m)<y

Expand the square and move the sum over n inside to get

(XIS S| Y ettt -0.)| 2 2Ry,

z(yK) ' <m<az K1 1<r,s<R 1<n<zm~!
Pt(m)<y

This is similar to in Section but we have arranged the inner sum
to be a complete Weyl sum, at some cost since the trivial bound for the
left hand side is now larger. The assumption v~! > min((logx)?, y¢) will
ultimately ensure that this cost is acceptable.

It is convenient to perform a dyadic division in m. For each M in
[z(yK)™1, 2K~ and ¥ € R, define

(7.5) NG ] ST entmto)),

M<m<2M 1<n<zm~!
Pt (m)<y

(7.6) Iy = Z Ing (0, — 95).
1<r,s<R

For ease of notation we write N = M ! so that N € [K, yK]. We will show
in Sections [7.3] and [7.4] that, for all fixed ¢ > 0,

(7.7) Ing << RENW(2M, y)(R™Y* + K—¢) K1~ log .

Let us temporarily assume ([7.7) and deduce the conclusion of Proposi-
tion Note that ¥(2M,y) < N~ °¥(z,y) from Lemma We may
combine (7.7) with (7.4) to deduce, after summing over M (or N) dyadi-
cally, that

VR (2,y) < R (x,y) (R + KK =% (log )?,
where we have used the following estimate for the dyadic sum:

Y K< (K

9l—a _ ]
0<j<[log, y]

)l—a
< K'7%(log z)2.
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This simplifies to
V2 < (R_l/k +K—C)K2(1—a)+8(log )3,
If the second term on the right hand side dominates, then
v < K‘C+2(1_°‘)+a(log ) < K_C/Q(log z)3,
and thus K < (y !log m)s/ ¢, contradicting our choice of K if A is large
enough. Thus we must have
V2 < R_l/kKQ(l_o‘)“'e(log z)3.
After rearranging and recalling the choice of K we get
R< ,Y—QkK2k(1—a)+ks(log )3k = 7—2k—2kA(1—a)—kAs(log x)BkA'

Since either y~1 > (logz)® or =17 > (log 2)/2, the (logz)?*4 term can
be absorbed, so that
R« 7—2k—0(1—o¢)—2kAs'

The proof is completed after reinterpreting ¢ as £/(10kA). We are therefore
left to prove the bound ([7.7).

7.3. Handling the minor arcs. Fix M € [z(yK) ', 2K ! and N =
xM~1 € [K,yK]. In this section we prove that

(7.8) Iy (9) < NK~“W(2M, y)

whenever ¢ € n, where the minor arc n is the complement of 9 = M (K1/2, z)
(recall the notation ([5.1))). In particular, this means that those pairs (r, s)
with ¥, — 9 € n make an acceptable contribution in the sum towards
the bound in .

For the rest of this subsection, fix some ¢ € n. We also need the auxiliary
major arc ) = M(K", N) for some small 7 > 0 to be specified later. Let q
be the complement of Q. If m*9 € q for some m € [M, 2M], then by Weyl’s

inequality (Lemma
‘ Z e(nkmkﬁ)‘ <K NK™"
1<n<zm—1

for some o = o(k) > 0. Hence,

@ = Y | Y ettty + OV KT, y))
M<m<2M 1<n<zm~!
Pt(m)<y
mkye

Bounding the inner sum over n above trivially by O(N), we reduce ([7.8]) to
proving the bound

(7.9) Y Lkgeq < KU(2M,y).
M<m<2M
Pt (m)<y



Waring’s problem with friable numbers 39

We will now divide into two cases, depending on whether or not 9 lies in
the auxiliary major arcs 9§ = 9M(K /5, M) (which is wider than 9). Let p
be the complement of 8. We use the Erdés—Turan inequality when ¢ € p,
and use the combinatorial lemma, Lemma when ¥ € P Nn.

CASE 1. First assume that 9 € p. Since £ is the union of at most K27 in-
tervals of length at most 2K N~*, the Erdés-Turan inequality (Lemma |3.4)

gives
Z lmkﬁED

M<m<2M
Pt(m)<y

K7 U (2M,y) 1 .
2 ’ k
<<K’7(NkW(2M,y)+J+Zj’ Z e(m ]19)‘),
I<J Y M<m<2M
Pt(m)<y
where J = K*7. The first two terms clearly make an acceptable contribution
towards the bound in ((7.9)). Thus it suffices to show that for each 1 < 7 < J

we have

(7.10) ‘ 3 e(mkjﬁ)) < K=“W(2M, y),

M<m<2M

Pt (m)<y
and then follows if 7 is chosen small enough. Now fix j < J. Since ¢ ¢
L = M(KY?, M), a moment’s thought reveals that j9 ¢ DM(KY/>~41 M).
The desired bound then follows from Proposition

CASE 2. Now let ¥ € B = M(KY>, M). We may choose 0 < a <
q < K'% with (a,q) = 1 so that 9 € M(q,a; KY/°, M). Let A := {m €
[M,2M] : P (m) <y}, and assume that the proportion of elements m € A
satisfying m*9 € Q = 9MM(K", N) is 6. Suppose that § > K—¢. We wish to
show that this contradicts our hypothesis ¢ € n.

If m € A satisfies m*J € Q, then ||mFgq,, 9| < K"/N for some g, < K".
By the pigeonhole principle, we may find ¢’ < K" such that the proportion of
elements m € A satisfying |[m*q'9| < K"/N¥ is at least § K~". In particular,
for those m we have

Im*(¢'q0)|| < Ko+ /NF.
We will soon apply Lemma to the set A and the phase ¢'qv, with ¢ =

K1/5+n /N¥, but first we need to figure out the permissible choices of the
parameters L and A. Since

ld'q0ll < K"|lqo] < KMo /M*,

the condition ||¢'q¥|| < e/(LM"1) is satisfied with the choice L = M/NF.
By Lemma for any arithmetic progression P C [M,2M] N Z of length
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at least L we have

PRMY) oo

v
ANP P|*
ANP| < Pl

Thus we may choose A with
M 11—«
A K (’H) IOgM < Nk(l—a) lOg.fL' < Kk(l—a) (lOg $)2k’+1 < K1/4,

where we have used '~ < (logz)? and (logz)?**! < K8 if A (in the
choice of K) is large enough. The conclusion of Lemma then says that
either

K1/5+n/Nk > 6K71/47n7
or else
19| < KYA(SK-"™)"LKY5n [(MNYF = -1 K9/20+2n,—k,
The first case clearly implies that § < K~'/2, a contradiction. In the second
case, since ! < K¢, we have
Iq'qp] < K202eey k.

If we recall that ¢’q < K1/5%7 this implies ¥ € M, giving the desired con-
tradiction.

7.4. Handling the major arcs. In view of ([7.8]), in order to prove ([7.7))
it suffices to show that
(711) > Iy —9s) < RENU(2M,y)(R™*F+ KK (log z).
1<r,s<R
Yr—s €N
If ¥ € M then mF¥ also lies in appropriate major arcs so that the inner sum
over n in the definition of Ip;(¥) in (7.5 can be controlled quite precisely.
This analysis will lead to the following lemma (cf. Lemma above).

LEMMA 7.2. Let the notation be as above. Suppose ¥ € Qﬁ(q,a;Kl/Q,x)
for some 0 < a < q < K'Y2? and (a,q) = 1. Write ¥ = a/q+ § and
let Q = q(1+ |5|z%). Then

I (9) <. NU(2M,y) Q V/kg(l—a)/k+e
for any € > 0.

Proof. Recall the definition of Ip/(¥) from (7.5)). Fix m € [M,2M], and
write ¢ = q/(q,m*) and o’ = am”/(q, m*). From standard major arc esti-
mates for complete Weyl sums (see [32, Lemma 2.8, Theorems 4.1 and 4.2)),
we have

S e(nfmb9) = ¢1S(¢, dy(dm*) + 0(QY%¢),

1<n<gm~—1
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where the (local) singular series S(¢’,a’) and the (local) singular integral
satisfy the bounds

S(¢a') < g% w(B) < min(N, ||5|7/F)
for |B] < 1/2. It follows that

(g, m*)\ "
Z e(n*m*9) < N<7Q> + Q2.
1<n<zm—1
Since Q <« K1/2 the term Q'/2¢¢ clearly makes an acceptable contribution
towards the desired bound for I;(1)). The first term contributes

NOE S (g,
M<m<2M
Pt(m)<y

The sum here is at most

doatt N 1<y arweM/dYr,y) < ¢ (e (2M, y)

dlq M<m<2M d|q

Pt (m)<y
d|m*

in view of Lemma and the inequality «(2M,y) > a(z,y). =

We are now in a position to apply Lemma Let Q = K2 and A =
Qx~*. Consider the function G = Gk . defined by

(S
G =Y = =4
D=2 0 2 T a~ afa]

q<Q * a=

Lemma [7.2] implies that
Iny(9) < N (2M, y)G(9)/F1—ate
whenever ¥ € 1. Therefore,

S (0, - 0y) < NUE@My)E S G, —0,)VE,

1<r,s<R 1<r,s<R
Yr—s €N

To prove (7.11)) it thus suffices to show that
> G, —9)F < RARVF 4+ KK (log 7)
1<r,s<R

for any € > 0. This is a straightforward consequence of Holder’s inequality
and Lemma [3.5

1/k
Z G0, — )Yk < R2(k—1)/k( Z G0, —193)> /
1<r,s<R 1<rs<R
< RPFDR(RE® + 2 "R*K'? + K7FR?) log 2]'/*,
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on noting that the second term on the right hand side is dominated by the
third term since x~*K1/2 < K~ This completes the proof of , hence
of . By the arguments at the end of Section we have finished the
proof of Proposition [6.2

8. Waring’s problem in friable variables. In this section we prove
Theorem [2.4] getting an asymptotic formula for the number of represen-
tations of a large enough positive integer N as the sum of s kth powers
of (log N)“-friable numbers for some sufficiently large C, as long as s ex-
ceeds a threshold depending on k which is essentially the same as that in
the classical Waring problem.

Let the notation and assumptions be as in the statement of Theorem [2.4
We start by defining the archimedean factor 3, and the local factors /3, that
appear in the statement of Theorem

DEFINITION 8.1 (The archimedean factor). The archimedean factor Boo
is defined by
(8.1) Bso = | B(6,0)%(—0)do,

—0o0
where & is defined in (2.3)).

We have the following explicit formula for B, showing that S, <, 1 as
long as « is bounded away from 0.

PROPOSITION 8.2. The archimedean factor B defined above satisfies
Boo = I'(sa/k) 10 (a/k + 1)°.

Proof. A change of variables t « t'/* shows that § — &(d,a) is the
Fourier transform of ®,(t) := (1o<t<1)(a/k)t*/*~1. Fourier inversion then
implies that S, is the value of the convolution sth power (®,)**(1). This
value is computed using e.g. [30, Exercice 144] applied with n « s—1 and f
approaching u ~ (1 —u)*" 1. m

To define the non-archimedean factors, we first define a probability mea-
sure fiq on Z/qZ for ¢ = p™ a prime power, reflecting the bias that friable
numbers are more likely to be divisible by a given small prime. For b € Z/qZ
with (b, p") = p¥ for some 0 < v < m, we define

0, v>0andp >y,
e(p™) ", v=0andp>y,

Mmb: m\ — —Q)V —Q
o (®) (™)~ pl=(1 —p=), v <mandp<y,

—am

P , v=m and p < y.
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Note that the value of y1,m (b) depends only on v. This is consistent with the
heuristic model suggested by the approximation

W(x/p™,y) = p "W (2, y)
(see [8, Théoreme 2.4]).

DEFINITION 8.3 (The local factors). For p prime, the local factor B, is
defined by

(8:2) Bp = lim p™ > ppm (n1) -+ apm (1)

m—0o
ni,...,ns (mod p™)
n¥+-+nF=N (modp™)

whenever the limit exists.

Note that the sum above is the probability of the event n¥ 4 --- +n* =
N (mod p™) when ny,...,ns are chosen according to the probability mea-
sure ppm. When o = 1 and p < y, this reduces to the uniform measure. In

the Appendix we will prove that the limit in (8.2) does exist, and that the
following estimates on the local factors hold.

PROPOSITION 8.4. The local factors B, are well defined for every p and
satisfy
I8 =1
P

whenever o > 2k/s and s > so(k) for some constant so(k). Moreover, we
may take so(1) =3, s0(2) =5, s0(3) =5, and so(k) = O(k) for large k.

To prove Theorem let Q = (logz)? for some sufficiently large con-
stant A. Let 9t = M(Q, x) (recall (5.1)), and let m := [0,1) \ M. By the
circle method, the number of representations of IV is

1
| Bi(z,y;0)%e(~Nv) dv.
0
Theorem is easily seen to follow from the two lemmas below.

LeEMMA 8.5 (Major arcs for Waring’s problem). Let the notation and
assumptions be as in Theorem [2.4], and let M be defined as above. Then

| B, s 9)"e(=N9) d9 = a0 (2,)* (B [T B + Oul5, 1))
m p

LEMMA 8.6 (Minor arcs for Waring’s problem). Let the notation and
assumptions be as in Theorem [2.4], and let m be defined as above. Then

V1B, y; )" d9 < &0 (2,y)° Q"

m

for some ¢ = c(k) > 0.
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Indeed, to deduce Theorem [2.4] from Lemmas [8.5] and [8.6] it suffices to
take Q@ = (logz)? for some large enough A so that Q¢ < u;l. In the
remainder of this section, we prove the two lemmas.

8.1. Major arc analysis. We start by proving Lemma [8.5] For ¢ €
M(q,a) for some 0 < a < ¢ < Q and (a,q) =1, write ¥ = a/q+ 0 with || <
Qxz*¢™'. Then Q = ¢(1 + |62*|) < Q. By Theoremwe have

Ey(2,y;9)
¥(x,y)
for any € > 0. Since
B(82", a)H,jq(a) < Q /Mt « gt/ktlmacte
by Lemmas and we have
E )\ °
| (’“W((”) )> e(—NV) dv
x
M(g,0) Y
= H,/,()%(—aN/q) | &(0a* ) e(—NG)do
[0]<Qz—kq=1
i O(u;l S Q—s/k+2s(1-a)+e d(S).
[6]<Qz—Fg—1
For s > so(k), the exponent t = s/k — 2s(1 — ) — € satisfies ¢t > 2, and thus
the integral in the error term above is bounded by
g | (4182 ds < g tah
[0]<Qz—Fq—!

_ é(émk, a)Ha/q(a) + O(Qfl/kJrQ(lfa)Jrsu;l)

Moreover, we may extend the integral in the main term above to all § € R
with an error O(z=%(Q/q)'~**/*) (see Lemma [8.7| below), so that

(s
M(q,a) ’

= 27 ¥ (BooHayq() e(—aN/q) + O(q Q' /% 4 u 1 ™).
Summing over all 0 < a < ¢ < @ with (a,q) =1, we obtain

Ek(wvy;ﬁ) Se_
987[( v(z,y) ) (N

= m*k (ﬁoo Z Z Ha/q(a)se(—aN/q) + O(QZfsa/kﬂf + ugl))
9<Q (a,9)=1

since Y. ¢t = O(1). The restriction ¢ < @ in the sum above can be
removed with an error O(Q? *®/*+¢) (see Lemma below). Finally, for
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s > so(k), the exponent 2 — sa/k is negative and bounded away from 0, and
thus the error O(Q?*/k+¢) can be absorbed into O(u, ') if @ = (log x)4
with A large enough. This completes the major arc analysis.

LEMMA 8.7 (Truncated singular integral). Let the notation and assump-
tions be as above. For any A > 1, we have

S (62* a)*e(~NJ)do = =~ * (ﬁoo + O(Al—sa/k))'
|o|<Az—k
Proof. After a change of variable, the left side above becomes
e | B(8,a)%e(~0) do.
|6]<A

The conclusion of the lemma follows from the definition of S in (8.1) and
the estimate

| 1800 d< | 670k ds < Al7/k,
oIz 61>

LEMMA 8.8 (Truncated singular series). Let the notation and assump-
tions be as above. For any Q > 1, we have

Z Z Ha/q aN/q Hﬂp_’_O(QQfsa/kJrs)'
1=Q (a,9)= p

Proof. In the Appendix we will show that

+o0
> Y Hygle)’e(—aN/q) = H,Bp

q:1 (a,q):l
The conclusion of the lemma then follows from
Z Z |Ha/q(a)‘s < Z q1fsa/k+s < szsa/k%' .
>Q (a,9)=1 >Q

8.2. Minor arc analysis. Now we prove Lemma bounding the
minor arc integral by

1
sup | Ex (2, y;9)[*" - | | Eg (2, y; )0 .
Jem 0

For s > so(k), the exponent s — 0.1 exceeds the threshold py(k) in Theo-
rem so that the integral above can be bounded by O(¥(z,y)* 0 tz~*).
On the other hand, the minor arc estimate (Proposition implies

sup |Ey(z,y; V)| < ¥(z,y)Q°.
geEm

This completes the proof of Lemma
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Appendix. The local factors in friable Waring’s problem. The
aim of this appendix is to establish Proposition about local factors,
by first connecting 3, with exponential sums weighted by p,m, and then
expressing the exponential sum in terms of the classical ones (corresponding
toy = x).

Let the notation and assumptions be as in Theorem and recall Def-
inition We have defined p, for ¢ = p" a prime power. Now extend
multiplicatively to all ¢ (so that pg,q,(b) = pg (b)pg, (b) for any b when-
ever (q1,q2) = 1), and note that the value of 1,(b) depends only on (b,q).
For 0 < a < ¢ and (a,q) = 1, define the exponential sum

abF
S(J),y, Q7a) = Z Mq(b)e D
b (mod q) q

which should be compared with the exponential sum appearing in the clas-
sical Waring problem:

1 ab®
S(q,a) = - Z e().
q b (mod q) q
Recall the definition of H, /() in (2.4).

LEMMA A.1. For any 0 <a < q and (a,q) = 1, we have S(z,y;a,q) =
Ha/q(a)'
Proof. By definitions, it suffices to show that for any b (mod ¢) with (b, q)

= d; we have
1(dz)
b) = )
pa(®) dzd: (did2)*v(q/d1)
1dalg
P(d1d2)<y

As functions of ¢, both sides above are multiplicative in ¢, so that it suffices
to verify this for ¢ = p™ a prime power. This is a straightforward comparison
with the definition of ju,m (b). =

The following lemma says that the probability measure i, behaves well
under the natural projection Z/p™Z — Z/p™ ‘7.

LEMMA A.2. For any prime p, any integers 0 < ¢ < m, and any b € Z,
we have the identity

> (up™ ) = prym-e (D).
u€Z/p’Z

Proof. First assume that (b, p™) < p™~¢. Then (up™ *+b,p™) = (b, p™)
for each u, and thus the sum is equal to pz,upm(b). This is easily seen to be
equal to p,m-¢(b) from the definition.
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Now assume that (b, p") > p™~¢. Then the sum becomes

m

S= > ppm(up™h) = (") ppm (P7),

u€Z/p'Z v=m—¢

where o(p™~") is the number of b € Z/p™Z with (b,p™) = p*. If p > y,
then the only non-zero term in the sum above appears when £ = m, and
thus S = 1y—, = ptym—e(0) as desired. If p <y, then

m—1

S= Y o™ (™) " pt T (1—p ) +p ™ = p D = e (0),

v=m—/

as desired. m
For any positive integer ¢, define

S= Y Stsaare( TN )= X Holare( 2.

a (mod g) % a (mod g)

From the standard fact that
S(x,y:q,a)S(z,y:q',a') = S(x,y;94', aq' + a'q)
for (¢,q') = (a,q) = (d,¢') = 1, it follows that S(q) is multiplicative in ¢.

LEMMA A.3. For any positive integer q, let M(q) be the number of so-
lutions to nlf +---4+nF =N (mod q) counted with weights given by fg:

M(q) = > pg(n) -+ pg(ns).

N1y Ns€LJ/QZL
n¥+-+nk=N (mod q)

> S8(d) =

dlq

Then

Proof. Since both sides are multiplicative in ¢, it suffices to prove the
assertion when g = p™ is a prime power. By orthogonality, we can write

Z(Zuq o(ab /q> e(~aN/q).

albl

For any d | g, the contribution from those terms with (a,q) = d is

Z (Zﬂq adbk/(})) e(—adN/q).

1<a<q/d b=1
(a,q/d)=
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Suppose that d = p’ for some 0 < ¢ < m. If we write b = up™ ¢ + v for
some 1 < v < p™ ¢ and 0 < wu < pf, the inner sum over b becomes

pﬁ_lpmff
SN (up™ 4 v)e(ar® /pm )
u=0 v=1
pmff pé—l
= ( > ppm (up™ =+ b))G(abk/pm’g) = S(z,y;p™ " a)

1
by Lemma It follows that

1 B B ) )
— Y S(aypm L a)e(—aN/pm ) = —S(p™ ). -
p 1Sagpm—é p

(a,p):l

The following lemma provides an upper bound for the exponential sum
S(z,y;q,a) by expressing it in terms of the classical sum S(q,a) (alterna-
tively, one may also proceed directly from the definition (2.4))).

LEMMA A.4. For any 0 < a < q with (a,q) = 1, we have
|S(x,y; ¢, a)] < C¥@qor¥,
where C' > 1 is an absolute constant. In particular,
1S(q)| < g' skt
for any € > 0.

Proof. By multiplicativity it suffices to prove these when ¢ = p™ is
a prime power. By definition we may express S(z,y;q,a) in terms of the
classical S(q,a) as follows. If p > y, then

1
j(ps(pm,a) -1) if m <k,
S(w,y;p™a) =4 P
pfl(ps(pm,a) - S(p™*,a)) ifm > k.
If p <y, then
S(z,y;p™, a)
1— p—a 1— pa—l e - 1— p_a o
= 1)(1 ) Y Sk kaa)+17 — 5™, a)
p 1<v<vg p
1

[P0 (1 —p ) + (U — 1)1 - p),

e(p™)
where vg = [m/k]. Note that
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=) () (1)

< p—avo + p—am—1+a < p—am/k‘
The bound on S(z,y;q,a) follows from these by using the classical esti-

mate |S(q,a)| < ¢~ /% (see [32, Theorem 4.2]) after some straightforward
algebra, and the bound on S(q) is a consequence of the triangle inequality. m

Proof of Proposition[8.4. We start by justifying the existence of the limit
in the definition of ,. By Lemma [A3] we have

(A1) Bp = lim p™M(p Zs
By Lemma the infinite sum above is absolutel convergent, and more
y y g
precisely
’ﬁp . 1| < pr(lfsa/kJrE) < plfsa/kJra.
>1
Hence the infinite product [[, 8, converges for s > so(k).

It remains to show that 3, > 0 for each prime p. For p > y, this follows
from the bound on |3, — 1| above. For p < y, from the definition of ji,m (b)
we have
—ml=p

1—p1

ppm (b) = p
for any b. This shows that 3, is at least
1—p~\?
< 1—p! )
times the value of 8, in the classical case y = x, which is positive when
s> so(k) (see [32, Lemmas 2.12, 2.13, and 2.15]). =
Observe that by (A.1) and the multiplicativity of S(g), we have

6= 50 -3 3 Hufare-ovo

g=1 a (mod ¢)*

This was used in proving Lemma [8.8]in the major arc analysis.
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Abstract (will appear on the journal’s web site only)

In this paper we study Weyl sums over friable integers (more precisely,
y-friable integers up to x when y = (logz)® for a large constant C). In
particular, we obtain an asymptotic formula for such Weyl sums in major
arcs, non-trivial upper bounds for them in minor arcs, and moreover a mean
value estimate for friable Weyl sums with exponent essentially the same as
in the classical case. As an application, we study Waring’s problem with
friable numbers, with the number of summands essentially the same as in
the classical case.
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